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bstract

In this work feed-forward neural networks and radial basis function networks were used for the determination of enantiomeric composition of
-phenylglycine using UV spectra of cyclodextrin host–guest complexes and the data provided by two techniques were compared. Wavelet transfor-
ation (WT) and principal component analysis (PCA) were used for data compression prior to neural network construction and their efficiencies
ere compared. The structures of the wavelet transformation–radial basis function networks (WT–RBFNs) and wavelet transformation–feed-

orward neural networks (WT–FFNNs), were simplified by using the corresponding wavelet coefficients of three mother wavelets (Mexican hat,
aubechies and symlets). Dilation parameters, number of inputs, hidden nodes, learning rate, transfer functions, number of epochs and SPREAD

alues were optimized. Performances of the proposed methods were tested with regard to root mean square errors of prediction (RMSE%), using
ynthetic solutions containing a fixed concentration of �-cyclodextrin (�-CD) and fixed concentration of �-phenylglycine (�-Gly) with different
nantiomeric compositions. Although satisfactory results with regard to some statistical parameters were obtained for all the investigated methods
ut the best results were achieved by WT–RBFNs.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Artificial neural networks (ANNs) are composed of simple
lements operating in parallel. These elements are inspired by
iological nervous systems. As in nature, the network function
s determined largely by the connections between elements. A
eural network can be trained to perform a particular function
y adjusting the values of the connections (weights) between
lements. Commonly neural networks are adjusted or trained,
o that a particular input leads to a specific target output. The
etwork is adjusted, based on a comparison of the output and
he target, until the network output matches the target.
ANNs have now gained acceptance in numerous areas of
hemistry, as illustrated by the number of applications and sev-
ral reviews [1,2]. The application of ANNs for multivariate

∗ Corresponding author. Tel.: +98 811 8271541; fax: +98 811 8272404.
E-mail address: afkhami@basu.ac.ir (A. Afkhami).
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alibration with chemical data is an important source of publi-
ations in chemistry [2,3].

The multi-layer feed-forward ANNs (a layered network in
hich each layer only receives inputs from previous layers that

s also called multi-layer perceptron, MLP) with the error back-
ropagation learning rule is the technique most frequently used.
adial basis function (RBF) networks on the other hand, offer

nteresting alternatives to MLP in the sense that they allow local
raining and the final models can be interpreted in terms of log-
cal rules [4,5]. RBF networks may require more neurons than
tandard feed-forward back propagation networks, but often they
an be designed in a fraction of the time it takes to train stan-
ard feed-forward networks. They work best when many training
ectors are available [6].

Like other regression methods the ratio of the number of sam-

les to the number of adjusted parameters (the weights in the case
f ANNs) should be kept as high as possible, in order to avoid
nder-determination problem. The number of samples is gener-
lly limited by practical constraints, but one can partly solve the
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nder-determination problem by reducing the number of weights
n ANNs as much as possible [2]. One way for overcoming the
roblem is to compress input data, especially when they con-
ist of absorbences recorded at several hundred wavelengths. In
ddition to reducing the size of input data, compressing allows
ne to eliminate irrelevant information such as noise or redun-
ancies present in the data matrix. Successful data compression
an result in increased training speed, a reduction of memory
torage, better generalization ability of the model and enhanced
obustness with respect to the noise in the measurements.

The most popular method for data compression in chemo-
etrics is principal component analysis (PCA). In practice, PCs

re often successfully used as inputs. Even if there is some non-
inearity in data set, all relevant information is usually contained
n the first 15 PCs [2]. Alternatively, it is possible to use Fourier
nalysis [7], Hadamard transform [8] or wavelet analysis [9–14]
o pre-process signals before ANN modeling.

Determination of enantiomers in samples of chiral com-
ounds is of high interest. The significance of such determination
tems from the fact that enantiomers may possess rather differ-
nt pharmacological properties (e.g. one of them may be less
ctive than the other, completely inactive or even toxic) [15].
xperimental discrimination of enantiomers is carried out con-
entionally by means of chiral auxiliary agents such as chiral
hift reagents (as in NMR), chiral or non-chiral columns in LC
15–19]. Capillary electrophoresis [20] and circular dichorism
21–23] have recently become interesting alternatives to LC.
ut these methods use instruments that are more complicated
nd more expensive than a UV–Vis spectrophotometer and may
ot be available in all laboratories.

Recently Busch et al. [24] showed that partial least-squares
PLS-1) analysis of ordinary UV–Vis spectral data of solutions
ontaining cyclodextrin host–guest inclusion complexes can be
sed for the determination of the enantiomeric purity of samples
f �-phenylglycine (�-Gly). Also they showed that the forma-
ion of diastereomeric inclusion complexes would result in small
hanges in the near-infrared spectra of the complexes as the
nantiomeric composition was varied [25]. Regression model-
ng of ordinary spectral data was also used for the determination
f the enantiomeric composition of samples of ibuprofen and
orephedrine [26].

To the best of our knowledge only one report has been pub-
ished on the application of ANNs to the spectrophotometric
etermination of enantiomeres by Blanco et al. [27].

In the present work, FFNNs and RBFNs have been used
or the determination of enantiomeric composition of �-Gly
sing UV spectra of cyclodextrin host–guest complexes the data
rovided by two techniques were compared. Wavelet transfor-
ation (WT) and PCA were used for data compressing prior

o neural network construction and their efficiencies were also
ompared. The obtained results were also compared with those
btained previously by PLS regression [24].
.1. Theory of wavelet transforms

A detailed description of the wavelet and WT can be found
n some references [28–30]. A brief overview of this theory

e
o
f
f

a 75 (2008) 91–98

s presented. Wavelet is defined as a series of functionψa, b(t)
erived from a mother function ψ(t) by dilation and translation

a,b(λ) = |a|−1/2ψ

(
λ− b

a

)
dλ, a, b∈R and a �= 0 (1)

here a is the scale parameter that controls dilation and b is
he shift parameter that controls the translation of wavelet. For a
ignal f(λ) in wavelength domain, its CWT (continuous wavelet
ransform) could be described as Eq. (2)

f (a,b) = |a|−1/2
∫ +∞

−∞
f (λ)ψ

(
λ− b

a

)
dλ (2)

or b is a certain constant and the CWT under a certain dilation
f(a)(b) or under certain translation Wf(b)(a) can be obtained [30].

re-processing with CWT obtains coefficients of the spectra
hich can be used for calibration or regression with partial least

quares (PLS) and artificial neural network or other methods
31].

Theoretically, many wavelet functions could be used to run
T, here among these, wavelet functions (Mexican Hat (mexh),

aubechies4 (db4), symlets8 (sym8)) were used for signal pro-
essing. Selection of an appropriate wavelet filter may be guided
y empirical rules applied to data size and signal continuity. The
ypical way is to visually inspect the data first, and select an
ppropriate wavelet filter [32].

In addition to wavelet function, dilation also has an important
ole to get maximum resolution and sensitivity. A proper dilation
as selected using the introduced criterion by Xiaoquan et al.

33]

tness(a) =
length f (x)∑
b=1

[|Wf(a)(b)| − |f (b)|]2 (3)

tness(a) represents the cumulated difference between the
avelet coefficients Wf(a)(b) and the original data at each transi-

ion. The dilation which makes the fitness(a) have the minimum
alue would be chosen as the best dilation.

For selection of wavelet coefficients, e.g. for a matrix of size
*K, the variance vector is calculated as:

ariancek =
∑

(Xn,k − X̄k)
2

N − 1
(4)

= 1, 2, . . .·, K (column index), n = 1, 2, . . ., N (row index).

.2. Theory of radial basis function network (RBF)

The structure of RBFNs is comprised of three node layers
f input, hidden and output. The input layer serves only to dis-
ribute input to hidden layer. Each neuron of the hidden layer
epresents a kernel or a basis function, with equal dimensions to
he input data. RB networks generally use a Gaussian function
o account for the non-linearity of the hidden layer processing

lements. The Gaussian function responds only to a small region
f the input space where the Gaussian is centered. The success-
ul implementation of these networks is to find suitable centers
or such a Gaussian functions, which are characterized by two
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the original data and the one reconstructed from approxima-
tion coefficients after compression. In this paper, the appropriate
wavelets chosen from many the types of wavelets are Mexican
Hat (mexh), Daubechies4 (db4) and Symlet8 (sym8). WT was

Fig. 1. Absorption spectra for the solutions for calibration set at pH 12 con-
A. Afkhami et al. / T

arameters, i.e. center (ci), and peak width (δj). The output for
he jth Gaussian neuron for an input object xi can be calculated
sing the following equation:

utj = φ(||xj − cj||) = exp

(∥∥∥∥∥xj − cj

δ2
j

∥∥∥∥∥
)

(5)

here ||xi − cj|| is the calculated euclidean distance between xi

nd cj, and δj determines the portion of the input space where
he jth RBF will have a non-significant zero response. The input
alue to each output node is the weighted sum of all the out-
uts of the hidden nodes. Finally, the response of each output
ode is calculated by a linear function of its input (including
he bias wk0), that is the output of hidden layer (outk). The rela-
ion between the value outk and the input variable xi can be
epresented by:

utk = wk0 +
∑
j

wkjφ(||xi − cj||) (6)

The weights wkj are adjusted to minimize the mean square
rror of the net output. Two sets of parameters (the centers and
he widths) in the hidden layer and a set of weights in the output
ayer are adjusted.

. Experimental

.1. Reagents

Enantiomerically pure l-(+)-�-phenylglycine (l-�-Gly) and
-(−)-�-phenylglycine (d-�-Gly) were purchased from Fluka,
-CD was purchased from Merck and used without further
urification. Stock solutions of known concentrations of �-CD
ere prepared in doubly distilled water. A fixed concentration

7.5 mmol L−1) of �-Gly, while, the enantiomeric composi-
ion of �-Gly used to prepare the solutions was varied, was
repared. So appropriate amount of them carefully weighed
nd diluted in 10 mL volumetric flasks with appropriate vol-
me of �-CD till got 15 mmol L−1in �-CD. The �-CD-�-Gly
omplexes were stabilized at pH 12 with a buffer prepared
y mixing appropriate amounts of Na2HPO4 and Na3PO4.
olutions with mole fractions of d-�-Gly between 0.06–0.95,
nd 0.05–0.095 for l-�-Gly were prepared for training and
rediction of both neural networks. Five randomly designed
amples as Validation set were consequently evaluated with
he constructed model. All solutions were prepared freshly
aily.

.2. Spectra and data analysis

Spectra were recorded with a Perkin-Elmer Lambda
5 UV–Vis spectrophotometer over the wavelength range
20–550 nm with 1 nm increments. Quartz cells with 1.0 cm path
ength were used. A pH meter (model 713 Metrohm) was used

or the measurement of pH of the solutions. The autoscaled data
using the mean and standard deviation of each column) were
ubjected to ANNs. A short program was written in MATLAB
.1 for performing principal component analysis and autoscal-

t
c
0
0
1

a 75 (2008) 91–98 93

ng of the data and the networks calculations were performed
sing nnet–Toolbox for MATLAB 7.1.

. Results and discussion

.1. Absorption spectra

Both small and large guest molecules can form complexes
ith cyclodextrins because complexation is not limited to the

ormation of 1:1 complexes where the guest is small enough to fit
n the cavity. It is well known that when a guest molecule is added
o an aqueous solution of cyclodextrin to form a host–guest com-
lex, a weak, more or less prominent tail or shoulder is observed
o form on the long-wavelength side of the absorption band of
he complex [24]. It is in this tail or shoulder region where the
ffect of enantiomeric composition of the guest molecules has
he most pronounced effect on the spectrum.

Fig. 1 shows spectral data in the shoulder region for a
eries of aqueous solutions of calibration and prediction data
ets, at optimum conditions of pH 12, fixed concentration
f �-CD (15 mmol L−1) and fixed concentration of �-Gly
7.5 mmol L−1), while the mole fraction of two isomers varied
andomly. Fig. 1 shows that the spectra obtained for different
amples depend on the enantiomeric composition of the �-Gly
24].

.2. Selection of the mother wavelet and level of
ecomposition

The mother wavelet and decomposition level, for best com-
ression and smoothing of inclusion complex spectra, were
hosen taking into account the degree of similarity between
aining 15 mmol L−1 �-CD and 7.5 mmol L−1 �-Gly with various enatiomeric
ompositions (1–10). Mol fraction of d-�-Gly and l-�-Gly, respectively are: (1)
.06,0.94; (2) 0.30,0.70; (3) 0.39,0.61; (4) 0.75, 0.25; (5) 0.82,0.18; (6) 0.95,
.05; (7) 0.48,0.52; (8) 0.5,0.5; (9) 0.45,0.55; (10) 0.85, 0.15; (11) spectrum for
5 mmol L−1 �-CD.
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Fig. 2. The WT Coefficients spectra obtained on the c

arried out in the optimum dilations 40, 25, 25 for mexh, sym8
nd db4, respectively. Fig. 2 shows the wavelet coefficients for
elected mother wavelets for calibration set at optimum dila-
ion values. Compression is achieved by eliminating the wavelet
oefficients that do not hold valuable information. This is a
ery difficult task and the selection of how many and what
avelet coefficients will be used depends on the problem. We

re interested in keeping the systematic information in the data
ntact, and therefore the variance vector of the data set is a rea-
onable answer to what coefficients to choose [34]. Therefore
ariance vectors were calculated by Eq. (4). With extracting
he positions of the 95% variance, wavelet coefficients from the
re-processing by WT, inputs were estimated. Approximation
oefficients obtained after the WT pre-processing presented in
able 1.
.2.1. Construction of the WT–RBF network
The exact fit type of radial basis function networks (RBFN),

rom ANN Toolbox of MATLAB version 7.1, was the choice

able 1
he optimum number of wavelet coefficients and optimum SPREAD values for
oth isomers, after training by WT–RBFNs

nantiomer Filter
name

Variance% Number of wavelet
coefficients

SPREAD
value

-�-Gly mexh 95 40 20
-�-Gly 40 20

-�-Gly db4 95 30 15
-�-Gly 30 10

-�-Gly sym8 95 30 16
-�-Gly 30 20
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p

tion spectra using by (a) mexh, (b) db4 and (c) sym8.

or this part. RBF networks have two active layers, hidden layer
nd the output layer. In the exact fit RBFN the number of hidden
odes is equal to the number of nodes in the input layer. The
utput layer considered as a single node corresponding to the
ndividual enantiomer. In this way, the adjustable parameters
ere: the number of input variable and SPREAD values. The
PREAD parameter is in relation with the spread of radial basis
unctions in the network. For too large or too small SPREAD
alues many neurons will be required to fit a fast changing or to
t smooth function. So the network may not generalize well. The
riginal spectra were transformed with different mother wavelets
mexh, db4 and sym8). The wavelet coefficients which carried
ut the 95% variance were identified and used as input vari-
bles (Table 1). SPREAD values of 1–60 were investigated on
ptimum inputs. The SPREAD values which affected the root
ean squares error of prediction (RMSE) of d-�-Gly and l-�-
ly in the synthetic samples were evaluated. The validation set
as used to find the global minimum instead of local minimum

o get the best value of each parameter. The optimum values of
PREAD presented in Table 1. In order to obtain accuracy of the
ethod synthetic mixtures with different mole ratios of the d-�-
ly and l-�-Gly were analyzed using the obtained model. The

esults are given in Table 2. Fig. 3 shows the relation between
he predicted mole fractions and known mole fractions provided
sing different mother wavelets by proposed methods. The fig-
re shows that the obtained values by proposed methods are in
ood agreement with real values of each enatiomer.
.2.2. Construction of the WT–FFN network
In order to choose the CWT–FFNNs that best fulfilled our

urpose, different structures with supervised learning were con-



A. Afkhami et al. / Talanta 75 (2008) 91–98 95

Table 2
Results obtained for the determination of enatiomeric composition of �-Gly in synthetic samples using WT–RBFNs with different mother wavelets

Sample number Known mole fractions Predicted by mexh Predicted by sym8 Predicted by db4

d-Gly l-Gly d-Gly l-Gly d-Gly l-Gly d-Gly l-Gly

1 0.800 0.200 0.800 0.203 0.805 0.213 0.799 0.200
2 0.620 0.380 0.620 0.380 0.621 0.380 0.619 0.380
3 0.700 0.300 0.711 0.302 0.713 0.302 0.699 0.300
4 0.520 0.480 0.520 0.480 0.520 0.480 0.519 0.480
5 0.200 0.790 0.201 0.795 0.206 0.793 0.200 0.800
6 0.690 0.310 0.691 0.316 0.691 0.317 0.689 0.310
7 0.380 0.620 0.380 0.620 0.380 0.620 0.384 0.612
8 0.403

R 0.338

s
h
a
n
o
w

n
o

F
w

0.600 0.400 0.600

MSE% 0.414

idered. To optimize the network architecture, the number of
idden layers was varied from one to five. The RMSE% showed

minimum at one layer for both enatiomers. Error values for

umber of layers more than one were very high. The number
f input nodes (neurons) was selected as an optimal number of
avelet coefficients vectors. In order to determine the optimal

t
w
s
o

ig. 3. Comparison of the known mole fractions versus calculated mole fractions f
avelets (a1, b1, c1) and (a2, b2, c2) for d-�-Gly and l-�-Gly by mexh, db4 and sym
0.600 0.401 0.613 0.410

0.565 0.592 0.524 0.452

umber of hidden nodes, neural networks with different numbers
f nodes were trained. Based on the data in Fig. 4, four, three and

wo nodes for d-�-Gly and two, three and two nodes for l-�-Gly
ere used as optimum number of hidden nodes by mexh, db4 and

ym8, respectively. Different transfer functions in hidden and
utput layer such as purelin, logsig and tansig were also tested

or two considered enatiomers obtained by WT–RBFNs with different mother
8, respectively.
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Fig. 4. Plots of RMSE% as a function of number of hidden nodes for d-�-Gly (�) and l-�-Gly (�) by (a) mexh, (b) db4 and (c) sym8 for construction of WT–FFNNs.

Table 3
Optimum parameters for WT–FFNNs by different function applied for data compressing

Parameter mexh sym8 db4

d-�-Gly l-�-Gly d-�-Gly l-�-Gly d-�-Gly l-�-Gly

Number of wavelet coefficients 40 40 30 30 40 30
Number of hidden nodes 4 2 2 2 2 3
Number of output nodes 1 1 1 1 1 1
Number of epochs 200 200 200 200 200 200
T
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that is the main advantage of RBFNs. Due to high reproducibility
of modeling in each experimental condition the networks were
trained only by three times repetition (Table 4).

Table 4
RMSE% values for prediction samples for determination of enatiomeric compo-
sition �-Gly in synthetic samples using WT–FFNs, PC–RBFNs and PC–FFNNs

Enantiomer WT–FFNs PC–RBFNs PC–FFNNs
ransfer function for hidden layer Logsis Logsig
ransfer function for output layer Logsig Logsig
earning rate 0.1 0.1

n order to get the best modeling network. Training the network
as performed with several learning rates which changed from
.01 to 0.1. During the learning procedure of the network with
he calibration set, the validation set was subsequently tested
ith the learned network. The most accurate networks can be

een to be those that have a relatively short training time. It was
bserved that continued training beyond 200 iterations for d-�-
ly and l-�-Gly causes the RMSE% to increase. The output

ayer considered as a single node corresponding to the individ-
al enantiomer. The best transfer functions as well some other
arameters such as number of epochs, learning rate and momen-
um for each enatiomer are summarized in Table 3. The results
btained in the quantification of the samples in the training and
rediction sets are expressed as root mean square errors (RMSE).√∑n (d − c )2
MSE = i=1 i i

n
(7)

here di is the desired output and ci is the actual output set, n is
he number of compounds in prediction set.

d
l

Purelin Purelin Logsig Logsig
Logsig Logsig Logsig Logsig
0.1 0.1 0.1 0.1

The RMSE values obtained for prediction samples are given
n Table 4. The reasonable relative errors for each analyte indi-
ate the accuracy of the proposed method. Tables 2 and 4 indicate
hat, there is a slight improvement in the estimated RMSE% val-
es when using RBFNs instead of FFNNs. In the case of using
BFNs, the obtained results from repetition of training proce-
ure were the same. It is due to high reproducibility of modeling
mexh db4 sym8

-�-Gly 0.536 0.640 0.796 0.930 1.42
-�-Gly 0.748 0.884 0.738 0.860 1.60
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Table 5
Optimized parameters used for construction of PC–FFN network

Parameter d-�-Gly l-�-Gly

Number of principal components 4 3
Number of hidden nodes 3 3
Number of output nodes 1 1
Number of epochs 800 800
Transfer function for hidden layer Logsig Logsig
Transfer function for output layer Logsig Logsig–Tansiga

L

r

3
a

p
p
(
n

3

n
w
i
i
m
1
f
T
t

3

i
w
p
t
a
p
o
o
e
e
a
a
T
a
v
c
T
h

a
m

e
t
t

o
p
p
o

4

h
q
t
r
T
e
c
e
r
d
a
p
t

o
l
T
p
m

R

[

[

[
[

[

earning rate 0.01 0.01

a In this case using both transfer functions in output layer provides the same
esults.

.3. Compressing the input data using principal component
nalysis

Principal component analysis was used as input data com-
ressing prior to both types of investigated ANNs namely
rincipal component analysis–radial basis function networks
PC–RBFNs) and principal component analysis–feed forward
eural networks (PC–FFNNs).

.3.1. Construction of the PC–RBF network
As for WT–RBFNs, the exact fit type of radial basis function

etworks (RBFNs), was the choice for this part again. Variables
ere compressed by PCA to identify the PCs best describ-

ng the data matrix, and the scores of such PCs were used as
nput variables for the PC–RBFNs model. RMSE% values were

inimum at five for each enatiomer. Also SPREAD values of
–40 were investigated and SPREAD values of 12 and 15 were
ound as optimum values for d-�-Gly and l-�-Gly, respectively.
able 4 presents the results obtained for prediction samples of

he d-�-Gly and l-�-Gly using constructed PC–RBFNs.

.3.2. Construction of the PC–FFN network
Feed-forward neural networks including one to eight PCs as

nput were trained. The lowest RMSE% values were obtained
ith three and four for d-�-Gly and l-�-Gly, respectively. The
roper number of nodes in the hidden layer was determined by
raining the PC–FFNN model with a different number of nodes
nd then comparing the prediction errors from an independent
rediction set. The plots of RMSE% as a function of number
f nodes in the hidden layer showed that minimum in RMSE%
ccurred when three nodes were used in the hidden layer for
ach particular network. The optimum number of epochs for
ach component was also obtained. By plotting of RMSE% as
function of number of epochs it was observed that, 800 iter-

tions for each enantiomer cause the RMSE% to be minimum.
able 5 presents optimum number of epochs, hidden layer nodes
nd the best transfer functions. Neural network models for indi-
idual components were made with respect to the output layer
onsidered as a single node corresponding to the enantiomer.
able 4 shows the prediction results obtained with a model

aving optimized parameters.

The results obtained for both isomers in terms of RSME%
re close to each other but are some better for l-�-Gly. This
aybe due to magnitude of the diastereomeric spectral differ-

[

[
[
[

a 75 (2008) 91–98 97

nces observed as evident. It is clear from these results that
he spectral differences that arise due to the influence of enan-
iomeric composition are greater for l-�-Gly.

Comparison of the results obtained by the proposed meth-
ds with those obtained by PLS method [24] shows that the
roposed method provides more accurate results. The proposed
rocedure can be applied to the accurate and precise prediction
f enantiomers.

. Conclusions

Although inclusion complexes of two enantiomers by �-CD
ave lack spectral discrimination, ANNs models afford their
uantitation. The proposed methods use simple spectropho-
ometer and do not need any separation steps. So they were
ecommended for determination of enantiomeric composition.
he WT–ANNs or PC–ANNs model simplify the training mod-
ling procedure of ANNs, and only the significant wavelet
oefficients or PCs in the model decreases the contribution of
xperimental noise and other minor extraneous factors. The
esults showed that wavelets effectively reduce the volume of
ata with minimal loss of resolution and characteristics. The
bility to compress data without loss of utility for analytical
urposes provides direct improvements in analytical determina-
ions.

Satisfactory precision and accuracy was obtained with all
f four investigated methods, although, because of surprisingly
ower RMSE% values, WT–RBFNs were the preferred methods.
otally, application of RBFNs assisted with WT data com-
ression seems the most proper for performing the non-linear
ultivariate calibrations.
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bstract

Cloud point extraction (CPE) has been used for the pre-concentration of mercury, after the formation of a complex with 2-(5-bromo-
-pyridylazo)-5-(diethylamino)-phenol (5-Br-PADAP), and later analysis by electrothermal atomic absorption spectrometry (ETAAS) using
olyethyleneglycolmono-p-nonyphenylether (PONPE 7.5) as surfactant. The chemical variables affecting the separation step were optimized.
nder the optimum conditions, i.e, pH 8.5, cloud point temperature 80 ◦C, 5-Br-PADAP = 4 × 10−5 mol L−1, PONPE 7.5 = 0.2%, sample vol-
me = 1.0 mL, an enhancement factor of 22-fold was reached. The lower limit of detection (LOD) obtained under the optimal conditions was
.01 �g L−1. The precision for 10 replicate determinations at 2.0 �g L−1 Hg was 4.0% relative standard deviation (R.S.D.). The calibration graph

sing the pre-concentration system for mercury was linear with a correlation coefficient of 0.9994 at levels near the detection limits up to at least
6 �g L−1. The method was successfully applied to the determination of mercury in biological samples and in certified reference material (QC
ETAL LL3).
2007 Elsevier B.V. All rights reserved.

uman

b
m
c
o
i
e
d

m
p

eywords: Mercury; Pre-concentration; CPE–ETAAS; Microwave digestion; H

. Introduction

Mercury can be present as a trace contaminant in all envi-
onmental compartments as a result of both natural origin and
nthropogenic activities, and the determination of this element
s of considerable interest due to its toxicity and ability of
ioaccumulation in many organisms [1]. It is well known that
rganomercury compounds are much more toxic than mer-
ury in its inorganic forms. It has been found that mercury
ay accumulate itself in vital organs and tissue such as kid-
ey and brain [1]. Mercury may enter in human body by
nhalation of mercury vapour (mainly in the form of Hg0),
rinking water (mainly as inorganic mercury, Hg2+), and/or

∗ Corresponding author. Fax: +54 2652 430224.
E-mail address: ldm@unsl.edu.ar (L.D. Martinez).
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hair; Urine

y the consumption of fish and fish products (mainly as
ethyl mercury, CH3Hg+) in the diet. The content of mer-

ury in hair may represent the cumulative exposure from the
ccupational environment and/or daily diet. The toxicological
mplications of the mercury contents in the environments have
ncouraged the development of very sensitive methods for its
etermination [2,3].

Because of the extremely low levels of mercury in various
atrices, high sensitivity and sophistication in the analytical

rocedures are required for its determination, and the most com-
only used ones are cold vapour generation-atomic absorption

pectrometry (CV-AAS) [4–7], cold vapour generation-atomic
uorescence spectrometry (CV-AFS) [8–12], inductively cou-

led plasma optical emission spectrometry (ICP-OES) [13,14],
nductively coupled plasma mass spectrometry (ICP-MS)
15,16] and electrothermal atomization atomic absorption spec-
rometry (ETAAS) [1,3,5].
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Hair samples were obtained using the following standardized
cutting and washing procedure [17]: hair samples were collected
from the occipital area, by cutting strands of hair close to the
scalp. The hair length ranged from 5 cm to 10 cm. The hair was

Table 1
Furnace temperature program for Hg determination

Stage Temperature
(◦C)

Ramp
(s)

Hold
(s)

Argon gas flow
(L min−1)

Drying 140 5 15 0.1
08 P.R. Aranda et al. / T

Usually a pre-concentration step has been needed for mer-
ury determination in several environmental samples [17]. A
cheme of pre-concentration can thus be proposed mediated by
urfactants (CPE, cloud point extraction) instead of liquid–liquid
xtraction mediated by organic solvents. CPE is an interesting
lternative to conventional solvent extraction because it pro-
uces high extraction efficiencies and concentration factors and
ses inexpensive, non-toxic reagents [18,19]. The cloud point
xtraction method is solvent-free and non-polluting [20]. Now, it
as been applied to the separation of several analytes in environ-
ental and biological samples. The surfactants that are used in
PE are mostly non-ionic surfactants, such as Triton X-100, Tri-

on X-114, polyoxyethylene-type non-ionic surfactants (PONPE
.0 or PONPE 7.5) [13,19,20]. CPE in connection with atomic
pectrometry can be a powerful analytical technique for metal
re-concentration and determination analysis [19–22]. CPE cou-
led to ETAAS is an efficient alternative, particularly because the
rganic matrix consisting of the surfactant and residual organic
ubstances from the digested materials can be eliminated at least
n part during the gradual increase in temperature prior to the
tomization of the analyte. The purpose of this study is to com-
ine CPE with ETAAS in order to perform a sensitive mercury
etermination in biological samples with minimal requirements
f reagents, sample consumption and time of analysis.

The mercury was extracted as Hg-2-(5-Br-2-pyridylazo)-5-
iethylaminophenol [Hg(II)-(5-Br-PADAP)] complex mediated
y micelles of non-ionic surfactant PONPE 7.5. Under the
ptimal conditions, the analyte in surfactant-rich phase was
etermined by ETAAS with Pd as chemical modifier. All sig-
ificant variables for both the separation and determination step
ere studied including pH of extraction, surfactant and reagent

oncentration, pyrolysis and atomization temperatures, differ-
nt modifiers and also the furnace aging. The developed method
as applied to the determination of trace mercury in biological

amples and in a certified reference material (QC METAL LL3).

. Experimental

.1. Reagents

All reagents were of analytical-reagent grade and the pres-
nce of the mercury was not detected within the working range.

stock mercury standard (1000 �g mL−1) was prepared from
ercury(II) chloride (Merck, Darmstadt, Germany) in nitric

cid (Merck, Darmstadt, Germany) and made to 1000 mL with
ltrapure water. A 1 × 10−2 mol L−1 solution of 5-Br-PADAP
Aldrich, Milwaukee, WI, USA) was prepared by dissolution
n ethanol (Merck, Darmstadt, Germany). Lower concentra-
ions were prepared by serial dilution with ethanol. As it is
ot possible to obtain a real aqueous solution of the surfac-
ant polyethyleneglycolmono-p-nonyphenylether (PONPE 7.5,
okyo Kasei Industries, Chuo-Ku, Tokyo, Japan) (cloud point
elow room temperature) it was experimentally convenient to

repare a stock solution as follows: 20 mL of PONPE 7.5
nd 40 mL of distilled ethanol, were mixed and made up
o 100 mL with doubly distilled water. The buffer solution
5 × 10−2 mol L−1) was prepared dissolving sodium tetrabo-

P

A
C

75 (2008) 307–311

ate (Merck, Darmstadt, Germany) and taken to 1000 mL with
ltrapure water. A NaClO4 (Merck, Darmstadt, Germany) solu-
ion was used in order to adjust ionic strength. Nitric acid
Fluka, Sigma–Aldrich, Seelze, Germany) used for sample pre-
reatment was of ultrapure reagent grade.

A 200 mg L−1 stock palladium solution was used as a chem-
cal modifier. This solution was prepared in 0.1% (v/v) HNO3
rom stock solution of 1000 mg L−1 Pd (NO3)2.

Solution of Pt modifier containing 200 mg L−1 of the metal
as prepared by dissolution of PtCl4 (from Merck) in 10% HCl.
All the solutions containing the potentially interfering ions

ere prepared by adding appropriate amounts of stock solutions
ade from Merck Titrisol or their chloride salts in 0.3 mol L−1

ydrochloric acid.
Ultrapure water (18.1 M� cm) was obtained from Barnstead

ASY pure RF water system (IA, USA).
All solvents and reagents were of analytical-reagent grade

r better, and the presence of mercury was not detected in the
orking range.

.2. Instrumentation

The measurements were performed with a Shimadzu
odel AA-6800 atomic absorption spectrometer (Tokyo,

apan), equipped with a deuterium background corrector, a
500-electrothermal atomizer and an ASC-6100 autosampler.
tabilized platform (L’Vov) graphite tubes (Shimadzu, Tokyo,
apan) were used in all experiments. Mercury hollow-cathode
amp (Hamamatsu, Photonics K.K., Japan) was employed as
adiation source. The temperature program for GFAAS analysis
s shown in Table 1. The 253.7 nm mercury wavelength was used
n the subsequent determinations. The background correction
as made with deuterium lamp mode.
Microwave digestion was performed with a domestic

icrowave oven (Philco, Ushuaia, Argentina) operating at a
aximum power of 700 W, equipped with a magnetron of

450 MHz and milestone hermetically sealed 100 mL internal
olume, 1 cm wall thickness polytetrafluoroethylene (PTFE)
eactors.

.3. Sample pre-treatment
yrolysis 650 5 50 1.0
650 – 1 0.0 (read)

tomization 2000 – 4 0.0 (read)
learing 2100 – 2 1.0
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(v/v). Extractions close to 100 were observed for a surfac-
tant concentration higher than 0.07% (v/v). In order to achieve
a good enrichment factor, 0.2% (v/v) was chosen as opti-
mal.
P.R. Aranda et al. / T

rst cut into approximately 0.3 cm pieces and mixed to allow
representative sub-sampling of the hair specimen. After cut-

ing, each sample was washed four times with a 1:200 (v/v)
ilution of Triton X-100. The samples were then rinsed with
cetone and allowed to drain. This was followed by three rinses
ith ultrapure water and two rinses with acetone. The samples
ere then dried in an oven at 40 ± 5 ◦C. To carry out the diges-

ion of the samples, 0.5 g of washed hair samples, accurately
eighed, were used and placed in a microwave assisted diges-

ion system. Then, 2 mL of concentrated nitric acid and 2 mL
f hydrogen peroxide was added and the samples were digested
s follows: urine samples were digested in several steps apply-
ng different microwave powers, i.e. MW power was held at
50 W (3 min), 250 W (5 min), 500 W (5 min), 500 W (5 min)
nd 250 W (5 min). Hair samples were digested applying a sim-
lar power–time program: 350 W (5 min), 350 W (5 min), 550 W
5 min) and 550 W (5 min). The vessels were then removed
rom the oven and cooled at 20 ◦C, after they were vented and
pened. A clear solution was obtained. Then, the clear solutions
ere heated until the remained nitric acid was eliminated. The

emained acid was neutralized with sodium hydroxide and the
nal sample pH was adjusted with buffer solution. Finally, the
olution was diluted up to 50 mL with ultrapure water. Follow-
ng that procedure, losses of mercury, which can be important
n an open system, were avoided. The microwave program took
pproximately 23 min, and the entire digestion process took a
arger amount of time. However, it must be taken into account
hat it is possible to simultaneously treat as many samples as can
e placed in the digestion system.

Urine samples in the morning were collected from voluntary
atients and were digested immediately as follows: 8 mL of urine
ere placed in a 100-mL PTFE reactor and after that 2 mL of

oncentrated nitric acid and 2 mL of hydrogen peroxide were
dded. Then the samples were submitted to the MW-assisted
igestion.

.4. Sample preparation procedure

The pre-concentration procedure started with the addition
f 0.5 mL of surfactant solution, 0.2 mL of 1 × 10−2 mol L−1

helating solution, 0.2 mL of 2.5 × 10−5 mol L−1 metal-ion
olution and 5.0 mL of buffer solution (pH 8.5). The mixture
as diluted up to 50 mL with ultrapure water. The resultant solu-

ion was equilibrated at 70 ◦C for 10 min. The turbid solution
as then cooled in an ice-bath for 10 min with the purpose of

ncreasing the surfactant-rich phase viscosity. Then, the removal
f the aqueous phase was carried out by simply inverting the
ubes. Any residual water was removed using a Pasteur pipette.
o reduce the viscosity of the surfactant phase prior to GFAAS
nalysis, 1.0 mL of methanol acidified with 0.1 mol L−1 HNO3
as added to the extract. Finally, 20-�L aliquots of the resulting

olution were directly injected into the graphite tube by means
f the autosampler and submitted to the temperature program

hown in Table 1. Calibration was performed against aqueous
tandards submitted to the same cloud point extraction proce-
ure. A blank submitted to the same procedure described above
as measured parallel to the samples and calibration solutions.
75 (2008) 307–311 309

. Results and discussion

.1. Study of the CPE system variables

.1.1. Effect of reagent excess
In order to determine the optimal reagent–metal-ion ratio,

n experiment was carried out in which all other experimental
ariables, except reagent concentration, remained constant. We
ould verify that with a reagent:metal ratio above 10:1, best
xtraction was achieved. However, a reagent:metal ratio of 400
as selected in order to ensure quantitative complexation and

or avoiding interference of foreign ions.

.1.2. Effect of buffer concentration and ionic strength
Sodium tetraborate buffer agent was employed in all exper-

ments. The system was studied within sodium tetraborate
oncentration range: 5 × 10−4 to 5 × 10−2 mol L−1 and ionic
trength within the range: 0–1 mol L−1, adjusted with NaClO4.
he best performance (higher extraction percentage, optimal
tability, lower equilibration time and ease of phase separa-
ion) was achieved for a sodium tetraborate concentration of
× 10−3 mol L−1 and ionic strength 0–0.35 mol L−1. For ionic

trength higher than 0.4 mol L−1, a quantitative phase separation
as not possible.

.1.3. Effect of pH
The effect of pH upon the complex formation of Hg-5-Br-

ADAP was studied within the range of pH 5–12. The results are
hown in Fig. 1. As can be seen, the complex extraction begins
t pH 6 and starts to decrease at pH 9.7, showing a plateau for
he range pH 7.5–9.5. Then a pH 8.5 was chosen for further
xperiments.

.1.4. Surfactant concentration
The variation of the percentage of extraction (calculated as

ercent ratio between the mass of Hg in the extract to mass of
g present in standard solution) upon the surfactant concen-

ration was examined within range: CPONPE 7.5 = 0.025–1.5%
Fig. 1. Effect of the pH on the mercury analytical response.
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.2. Graphite furnace temperature programs

Study of the best condition for graphite furnace steps was
arried out by optimization of hold time, temperature of pyrol-
sis, and temperature of atomization. For this purpose, a cloud
oint extraction prepared from an aqueous solution containing
.0 �g L−1 of Hg was employed for all experiments. To reduce
he viscosity of the surfactant phase prior to ETAAS analy-
is, 1.0 mL of methanol acidified with 0.1 mol L−1 HNO3 was
dded to the extract. Suitable amounts of Pd were co-injected
ith the extract directly into the graphite furnace, to give 4 �g
f Pd. Additionally, for obtaining the most suitable times and
emperatures, the common way of working in ETAAS was fol-
owed.

.2.1. The drying temperature
The drying temperature was selected at 140 ◦C, with a hold

ime of 15 s, which could be sufficient to take out the solvent
ompletely.

.2.2. The pyrolysis temperature
The ramp time for the pyrolysis stage was carefully opti-

ized in order to achieve a gradual elimination of the organic
atrix; avoiding analyte losses during a sudden increase in the

emperature.
Generally, the higher pyrolysis temperature achieved for the

nalysis of mercury in aqueous solutions is around 140 ◦C [23].
When Hg is determined in an organic matrix such as the

icellar-rich phase of the CPE, the pyrolysis temperature could
e as high as 550 ◦C when a mixture of HNO3 + MeOH was
dded.

The effect of Pd as chemical modifier was studied. It was
bserved that a considerable thermal stabilization was achieved
hen Pd was co-injected with the analyte. In this way, the
yrolysis temperature could be elevated at levels up to 650 ◦C

Fig. 2). After that, we evaluated the effect of Pt, and the results
btained indicated that this element could not be employed here
s chemical modifier because of the high background generated
nd the poor thermal stabilization achieved. Regarding to the

ig. 2. (A) Pyrolysis curve of Hg (12 �g L−1) in aqueous solutions without mod-
fier; (B) pyrolysis curve of Hg (2 �g L−1)–CPE–MeOH–HNO3; (C) pyrolysis
urve of Hg (2 �g L−1)–CPE–MeOH–HNO3 + Pd.
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d effect on Hg thermal stability, it could be concluded that
d itself enhanced the Hg stability. Fig. 2 shows that pyroly-
is temperature lower than 600 ◦C could not be used when Pd
as used because the sensitivity diminished. This was why the
yrolysis seemed to be incomplete and the background was con-
iderable, leading an overcorrection, which generated erroneous
bsorbance lectures. However, the addition of methanol–nitric
cid mixture was essential for efficient matrix elimination with-
ut Hg loses. This fact could be attributed to the oxidant effect of
he nitric acid, which helped to the rapid oxidation of the organic

atter in the pyrolysis stage.

.2.3. The atomization and cleaning temperatures
A study of the atomization step was carried out in the range

f 1200–2200 ◦C. The optimum atomization temperature was
elected at 2000 ◦C within the temperature interval studied. In
ddition, a hold time of 4 s was obtained for this step. At this
emperature, no tailed peaks were observed which indicated that
ll mercury atoms were not adsorbed on the atomizer platform,
nd were fastly eliminated after the atomization [24]. Besides
he obtained atomization temperatures for standards and samples
ere not different, and then the temperature of 2000 ◦C was

onsidered for both.
A temperature of 2100 ◦C and a hold time of 2 s were selected

or cleaning step.
The lifetime of graphite tubes, which used this temperature

rogram, was so considerable; in fact, our studies comprised
bout 400 trials and no significant changes were observed in the
ercury standards signal.

.3. Interferences

The effects of representative potential interfering species
ere tested. Thus, Cu2+, Zn2+, Cd2+, Ni2+, Co2+, Mn2+ and
e3+ could be tolerated up to at least 2000 �g L−1. Commonly
ncountered matrix components such as alkali and alkaline earth
lements generally do not form stable complexes and are not
PE extracted. The value of the reagent blank signal was not
odified by the presence of the potentially interfering ions

ssayed. A high concentration of 5-Br-PADAP reagent was
dded in order to guarantee the complete chelation of the analyte
ven in the presence of interferents.

.4. Analytical performance

The enhancement factor was calculated as the ratio between
he slopes of a curve established using aqueous solutions sub-

itted to the cloud point extraction procedure and a curve with
queous standards not submitted to this procedure and we could
stimate a 22-fold enrichment factor. A limit of detection of
.01 �g L−1 was obtained for aqueous solutions (calculated as
hree times the standard deviation of the blank signal divided
y the slope of the calibration plot). A LOD of 0.1 �g L−1
nd 0.001 �g g−1 was obtained for urine and hair samples,
espectively. The precision for 10 replicate determinations at
.0 �g L−1 Hg was 4.0% relative standard deviation (R.S.D.).
he calibration graph using the pre-concentration system for
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Table 2
Concentrations of Hg in human urine and hair samples (95% confidence level;
n = 6)

Sample Base Hg added Hg found Recovery (%)a

Hair (�g Hg g−1) 0.325 – 0.325 –
0.325 0.050 0.375 100
0.325 0.100 0.422 97

Urine (�g Hg L−1) 0 – 0 –
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[23] D.J. Butcher, J. Sneddon, in: J.D. Winefordner (Ed.), A Chemical Analysis:
0 0.50 0.49 98
0 1.00 1.01 101

a [(found − base)/added] × 100.

ercury was linear with a correlation coefficient of 0.9994 at
evels near the detection limits up to at least 10 �g L−1.

.5. Accuracy verification

The proposed method was applied to a standard refer-
nce material, QC METAL LL3 mercury in water, with a
ercury content of 6.48 ± 0.51 �g L−1. Using the proposed
ethod, the content of mercury determined in this CRM was

.90 ± 0.28 �g L−1 (95% confidence interval; n = 6).

. Application to real samples

Finally, the proposed methodology was applied to human
air and urine samples. The average mercury level found in hair
amples under study was 325 ng g−1. The mean mercury concen-
ration obtained is in good agreement with those results reported
y other authors. Additionally a recovery study was performed
n order to evaluate any matrix interferences and/or possible ana-
yte losses during the sample pre-treatment. For this purpose, six
ortions of 0.5 g of hair samples were collected. All the samples
ere digested following the proposed procedure. The proposed
ethod was applied to three portions and average quantity of
ercury obtained was taking as base value. Then increasing

uantities of Hg were added to the other aliquots of sample and
he analyte was determined by the same method. In all cases the
ecovery was close to 100%. In addition, the proposed method-
logy was applied to the determination of mercury in human
rine samples and the mercury level in all cases was lower than
he detection limit. A recovery study was carried out in this case,
nd the recoveries in all cases were close to 100. The results are
hown in Table 2.

. Conclusion

Cloud point extraction using PONPE 7.5 has shown to be an
fficient, simple and versatile pre-concentration methodology
o determine Hg by ETAAS in biological samples submitted to

microwave-assisted acid digestion. Phase separation can be
chieved at relatively low temperatures and the extraction per-
entages were high, resulting in high enhancement factors and

ow detection limits, which are enough when a mercury deter-

ination is made in a variety of biological and environmental
amples. Furthermore, although the analytical performance of
he proposed methodology was similar to the method devel-

[
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ped in our research group where we employed PONPE 5.0 as
urfactant agent for CPE-coupled CV-ICP OES [13]; further-
ore, the method developed here is a promising method for Hg

etermination which joins the advantages of the CPE with the
bvious advantages of any ETAAS method, i.e. minimal reagent
mployment, feasibility, low cost and sensibility. Additionally,
he microwave digestion makes it such a versatile method, being
dequate for environmental and biological studies.

The use of chemical modifiers has shown to be necessary,
hich is added, allowing a maximum pyrolysis temperature of
50 ◦C to be used for Hg. This procedure might well be extended
o other biological materials after proper acid digestion and cer-
ainly to other elements that form complexes with 5-Br-PADAP.
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bstract

A new analytical method for the determination of non-steroidal acidic anti-inflammatory drugs in water samples is described. These compounds
re used as anti-inflammatory, antipyretic and analgesic drugs in human health care and in veterinary applications. Analytical procedure involves
n situ derivatization of analytes to their methyl esters with dimethyl sulphate, headspace sampling using solid-phase microextraction (SPME),
nd gas chromatography–mass spectrometry (GC–MS). The effects of pH, ionic strength, extraction time, SPME fibre, extraction temperature as

ell as derivatization conditions were studied. Methyl esters were extracted with a fused-silica fibre coated with 100 �m polydimethylsiloxane.
esponse was linearly dependent on concentration in the range 0.1–10.0 ng mL−1. Detection limits were achieved at the level of 0.3–2.9 ng L−1.
erivatization-SPME/GC–MS analysis yielded good precision (R.S.D. between 7.9 and 17.2%). The method was validated by analysis of spiked
atrix samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Pharmaceuticals products used for humans and animals have
een identified as emerging environmental pollutants [1–4].
on-steroidal acidic anti-inflammatory drugs (NSAIDs) are

mong the group of pharmaceutical compounds most often
sed to treat human and animal illnesses. These compounds are
xcreted unchanged or as active metabolites in high percent-
ges and continuously discharged into domestic wastewaters.
ncomplete removal during wastewaters biological treatments
as caused their presence into surface waters at concentrations
rom ng L−1 to �g L−1 level [5–7]. The complete effects on
quatic organisms and humans are not well understood. Due to

heir biological activity, their determination in the environment
s important [8].

∗ Corresponding author. Fax: +58 261 7598736.
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atization-SPME; GC–MS

Suitable methods exist for a quantitative measurement of
SAIDs in water samples, using gas chromatography–mass

pectrometry (GC–MS), high performance liquid
hromatography–mass spectrometry (HPLC–MS), micellar
lectrokinetic capillary chromatography (MEKC) and capillary
lectrophoresis [9–14], but in general the preconcentration step
s extensive, requires large sample volumes (between 0.5 and
.0 L), sample clean-up or the use of organic solvents. There is
need for fast and simple methods to supply this analysis.

Solid phase microextraction (SPME) is a two-step process
onducive to the simultaneous extraction and preconcentration
f organic compounds. Since its introduction, SPME has gained
opularity as a simple, solvent-free, reliable and flexible tool for
he sampling of a variety of volatile and semivolatile compounds.
PME requires less sample volume than solid phase extraction or

iquid–liquid extraction. SPME is suitable for analysis of drugs

esidues in water. On the other hand GC analysis of acidic drugs
s complicated because a derivatization step is necessary prior
o analysis. Generally, prior to the determination of acidic drugs
n water, the analytes are transferred to an organic matrix where
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erivatization takes place. SPME allows the derivatization of the
nalytes to take place in the sample matrix, in the SPME fibre
oating or in the GC injector port [15–18]. However few stud-
es consider the option of performing the derivatization directly
n the water matrix [19,20]. To date, NSAIDs have not been
nvestigated by direct derivatization-SPME procedure. By in situ
ethylation, the acidic drugs are converted to less polar methyl

sters, which may improve the extraction into the SPME fibre.
In this paper, a new method for analysis of six non-steroidal

cidic anti-inflammatory drugs (ibuprofen, flufenamic acid,
aproxen, mefenamic acid, tolfenamic acid, and meclofenamic
cid) in water samples using headspace SPME/GC–MS is pro-
osed. Analytical procedure involves in situ derivatization of
cidic drugs to their methyl esters with dimethyl sulfate.

. Experimental

.1. Materials and reagents

All reagents were of analytical-reagent grade unless stated
therwise. Water was purified with a Nanopure system (Barn-
tead, USA). Ibuprofen, flufenamic acid, naproxen, mefenamic
cid, tolfenamic acid and meclofenamic acid were supplied
y Sigma (St. Louis, MO, USA). A stock standard solu-
ion of 1000 �g mL−1 of each compound was prepared in
asic deionized water. Working solutions were obtained by
ppropriated dilutions with deionized water. The derivatization
eagent dimethyl sulfate (DMS) was purchased from Riedel-
e Haen. Tetrabutylammonium hydrogen sulfate (TBA-HSO4)
as obtained from Fluka. A manual fibre holder for SPME
as purchased from Supelco (Bellefonte, PA, USA). Two types
f fibre, 100 �m polydimethylsiloxane and 85 �m polyacrylate
ere obtained from the same manufacturer. The fibres were

onditioned as recommended by the manufacturer.

.2. Instrumentation

Chromatography analysis was performed using a 6890N
eries gas chromatograph equipped with a split–splitless injector
or the HP-5MS fused silica capillary column (30 m × 0.25 mm
.d., 0.25 �m film thickness), and 5973 quadrupole mass
elective detector (Agilent Technologies, USA). A silanized
arrow-bore injector liner (0.75 mm i.d.) for the SPME injec-
ions was installed and the fiber was inserted into this injector
sing the splitless mode with the split closed for 3 min. The
njector temperature was set at 250 ◦C and the transfer line tem-
erature was 260 ◦C. The oven temperature was held at 50 ◦C for
min, and then heated to 250 ◦C at a heating rate of 30 ◦C min−1.
emperature was held at 250 ◦C for 4.5 min. The carrier gas
as helium (purity 99.999%) at a flow rate of 1 mL min−1. The
ass spectrometer detector was tuned by maximum sensitiv-

ty autotune. The following m/z values were acquired in the
lectron impact ionization mode by single ion monitoring and

sed for quantification of the analytes: 161–220 for ibuprofen,
63–295 for flufenamic acid, 185–244 for naproxen, 223–255
or mefenamic acid, 208–275 for tolfenamic acid and 242–309
or meclofenamic acid.

p
s
w
a
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.3. Procedure

6.0 mL of standard solution or sample was placed in a
4 mL screw-cap glass vial. Phosphate buffer solution (pH 6.0,
.0 mol L−1, 2.0 mL) and Na2SO4 (2.88 g) were then added and
he sample was agitated with a 1.8 cm long PTFE-coated stir bar.
fter addition of the ion-pairing reagent (TBA-HSO4, 0.1 M,
0 �L), the vial was closed. 15 �L of derivatization reagent
DMS) was then injected through the septum and the vial was
mmersed in a temperature-controlled oil bath. After 10 min at
0 ± 2 ◦C, the PDMS fibre was exposed to the headspace above
he aqueous solution for 45 min. The samples were agitated with
magnetic stirring bar at 500 rpm during both derivatization and
xtraction. After the extraction the fibre was directly exposed to
he hot injector of the GC for 3 min and the chromatogram was
egistered.

Aqueous standards were prepared and analyzed for calibra-
ion.

. Results and discussion

.1. Optimization of the microextraction with in situ
erivatization

It has been reported that DMS reacts with haloacetic
cids and chlorophenoxy acid herbicides in water to produce
he corresponding methyl ester [21,22]. The addition of ion-
airing agents, which activate the analytes during derivatization,
ncreases esterification yields and thus improves the sensitivity
f the procedure. In this work, experiments were performed in
hich DMS and the ion-pair agent TBA-HSO4 was added to

queous solutions containing each of the six test compounds.
fter the reaction, the solution was extracted with headspace
PME and analyzed by means of GC–MS. Detectable yields
f methyl esters were achieved for the analytes and identified
n the basis of their mass spectra. Next, preliminary experi-
ents were carried out to optimize the main parameters affecting

oth derivatization and SPME of the analytes investigated. In
his study deionized water samples spiked with the appropriate
mount of the standard solution was used.The more adequate
bre was found by comparing the extraction behavior on two
ommercial SPME fibres, 100 �m polydimethylsiloxane and
5 �m polyacrylate. Polydimethylsiloxane fibre exhibited the
ighest extraction performance and was chosen for the rest of
xperiments.

The effect of pH was investigated by changing the pH in
he range 3–10. As shown in Fig. 1, no significant effect was
bserved in the range of 3–7. At higher pH, a decrease was
bserved in the response. From these results it was decided to
djust the pH of water samples to 6.0. A 0.75 M concentration of
he phosphate buffer (pH 6.0) was selected to obtain an adequate
uffering capacity.

The effect of temperature was monitored by extracting sam-

les of 10 ng mL−1 of NSAIDs in the range of 40–80 ◦C. Fig. 2
hows a clear increase in the amount of analytes adsorbed
hen the temperature increases. However, when the temper-

ture exceeded 70 ◦C, there was a decrease in the amount of
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function of exposure time (Fig. 4). Equilibrium was not attained
even after 90 min. For quantitative analysis it is not necessary for
the analytes to have reached equilibrium, but only for sufficient
loading onto the fibre and reproducible extraction time [23]. An
ig. 1. Effect of sample pH for in situ methylation headspace SPME of the six
SAIDs.

SAIDs extracted except for mefenamic acid, tolfenamic acid
nd meclofenamic acid. As a compromise, 70 ◦C was chosen
s the optimum temperature for the derivatization and SPME
xtraction of all the methyl derivatives of NSAIDs.

In order to set an optimal volume of the derivatization reagent
ecessary for complete esterification of NSAIDs, a range of
–100 �L of DMS volumes were tested at 70 ◦C. Increasing the
olume of DMS in the range 5–60 �L improved slight the yield
f methyl esters while the response decreased at higher amounts
f DMS. However, 100 �m PDMS fibre was too fragile at DMS

olume higher than 15 �L and it could only be used for a limited
umber of experiments. For this reason 15 �L was used for the
est of the experiments.

ig. 2. Effect of temperature on the extraction of 10 ng mL−1 of NSAIDs with
olydimetilsiloxane fibre. For ibuprofen, the scale is shown on the right. Con-
entration of ibuprofen is 5 ng mL−1 (n = 2).

F
w
t

ig. 3. Influence of amount of 0.1 M TBA-HSO4 added on NSAIDs reaction
ields to the corresponding methyl esters. For ibuprofen, the scale is shown on
he right.

We investigated the effect of the TBA-HSO4 volume on the
mount of NSAIDs extracted from the sample onto the PDMS
bre. TBA-HSO4 volume profile was studied by monitoring the
C area counts as a function of TBA-HSO4 volume. The effect
f the ion-pairing agent on the yield of the methylation is shown
y the increase in the peak area obtained with the use of TBA-
SO4 (Fig. 3). The addition of 60 �L of TBA-HSO4 ensured

he maximum response for NSAIDs methyl esters.
Extraction time profiles were studied extracting samples of

0 ng mL−1 of NSAIDs and monitoring the GC area counts as a
ig. 4. Absorption time profile of 10 ng mL−1 of NSAIDs in deionized water
ith polydimetilsiloxane fibre. For naproxen, ibuprofen and meclofenamic acid,

he scale is shown on the right. Concentration of ibuprofen is 5 ng mL−1.
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Table 1
Analytical parameters

Analytesa

IBU FLU NAP MEF TOL MEC

Correlation coefficient 0.999 0.996 0.998 0.991 0.997 0.994
Linearity [1 − R.S.D.(b)] (%) 99.3 97.6 98.7 97.9 98.6 98.1
Detection limit (ng L−1) 0.3 0.4 2.7 1.3 1.6 2.9
Quantification limit (ng L−1) 1.0 1.4 9.0 4.4 5.4 9.7

Repeatibility (R.S.D.,%), n = 8 (ng mL−1)
0.03 15.1 15.5 16.6 17.2 16.8 15.4
0.1 13.2 13.9 14.3 14.2 14.1 11.8
1.3 11.4 10.6 11.3 10.0 12.7 10.9
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ples rather than for the deionized water. The presence of
additional organic and inorganic compounds could interfere
with the diffusion and volatilization of the methyl esters. Thus,
it decreased the extraction performance by headspace SPME.

Table 2
Results of assays to check the accuracy of the proposed method for NSAIDs in
spiked tap water and wastewater samples

Analyte Sample Spiked
(ng mL−1)

Founda

(ng mL−1)
%
recoveryb

Ibuprofen Tap water 0.09 0.08 ± 0.01 88.9
3.0 2.83 ± 0.33 94.3

Wastewater 0.5 0.38 ± 0.05 76.0
4.0 3.47 ± 0.48 86.8

Flufenamic acid Tap water 0.09 0.12 ± 0.02 133.3
3.0 2.75 ± 0.37 91.6

Wastewater 0.5 0.57 ± 0.09 114.0
4.0 3.46 ± 0.55 86.5

Naproxen Tap water 0.09 0.09 ± 0.01 100.0
3.0 3.08 ± 0.41 102.7

Wastewater 0.5 0.48 ± 0.06 96.0
4.0 3.69 ± 0.70 92.3

Mefenamic acid Tap water 0.09 0.07 ± 0.01 77.8
3.0 2.76 ± 0.40 92.0

Wastewater 0.5 0.58 ± 0.11 116.0
4.0 3.63 ± 0.67 90.8

Tolfenamic acid Tap water 0.09 0.08 ± 0.02 88.9
3.0 2.97 ± 0.39 99.0

Wastewater 0.5 0.56 ± 0.12 112.0
4.0 3.46 ± 0.56 86.5

Meclofenamic acid Tap water 0.09 0.10 ± 0.02 111.1
3.0 2.76 ± 0.32 92.0

Wastewater 0.5 0.41 ± 0.10 82.0
2.5 11.5 10.7
3.0 7.9 8.9

a IBU: ibuprofen, FLU: flufenamic acid, NAP: naproxen, MEF: mefenamic a

xtraction time of 45 min was selected as a compromise between
nalyte response and time analysis.

The role of the ionic strength of the matrix was investigated
y using sodium chloride and sodium sulfate. For many organic
nalytes, aqueous solubility decreases with increasing ionic
trength, and thus, the partitioning from the aqueous solution
o the headspace is improved. The amounts tested for a sample
olume of 8 mL varied from 0 to 2.88 g of NaCl or Na2SO4. The
esults obtained show a strong increment in the signal for all ana-
ytes when the NaCl or Na2SO4 amount increases. Responses
or the sample with 2.88 g of Na2SO4 added were between 2.7
nd 6.2 times that for the sample with 2.88 g of NaCl. Thus,
.88 g of Na2SO4 was selected to obtain an adequate salting-out
ffect.

In order to study the carryover effect, blanks were ran after
xtractions of 50 ng mL−1 of NSAIDs. No signals were obtained
hen a 3 min desorption time was chosen, which ensured a

omplete desorption of methyl esters.

.2. Application and validation of the proposed method

Calibration graphs for deionized water samples treated
ccording to the procedure described previously, monitored
sing SIM mode, were linear for the concentration range
.1–10.0 ng mL−1. This range agreed with environmental levels
n water currently reported in the literature for these compounds
24–26]. Two replicates were used for each of six prepared stan-
ards to obtain the calibration graphs. Results for regression
oefficient (r) and linearity [1 − R.S.D.(b)] (%) are summarised
n Table 1. The precision was measured by performing 8 inde-
endent determinations. Precisions ranged from 7.9 to 17.2%
.S.D. (Table 1), which should be satisfactory for determining

he NSAIDs in water matrix.
The detection limit was calculated by comparing the

ignal–to-noise ratio (S/N) of the lowest detectable concentra-
ion to a S/N = 3. A S/N of 10 was applied for the calculation
f the quantification limit. The detection limits found were

etween 0.3 and 2.9 ng L−1 (Table 1). Detection limits are
n accordance with other methods based on SPE-MEKC,
PE-derivatization–GC/MS, SPME-derivatization–GC/MS or
PE-HPLC/MS [13,16,27,28]. t
11.4 10.2 12.6 11.2
9.8 9.6 10.2 11.4

OL: tolfenamic acid, MEC: meclofenamic acid.

Optimum headspace SPME sampling conditions for deion-
zed water were applied to the tap water and wastewater matrices.

Absolute response value was lower for the wastewater sam-
4.0 3.14 ± 0.59 78.5

a Average value ± standard deviation of five determinations.
b “% recovery” refers to the NSAIDs concentrations determined rather than

he actual percent of analytes extracted by the SPME analysis.
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ig. 5. Typical chromatogram obtained in SIM mode of a wastewater sample
piked with 1.0 ng mL−1 of each analyte. 1: ibuprofen, 2: flufenamic acid, 3:
aproxen, 4: mefenamic acid, 5: tolfenamic acid, 6: meclofenamic acid.

amples were diluted 3:1 with buffer solution to improve the
xtraction yield.

We tried to find NSAIDs in tap water samples and effluent
f a sewage treatment plant. We did not find NSAIDs above
ur detection limit. Samples were fortified with different levels
f NSAIDs. External calibration was used in the evaluation of
SAIDs for tap water samples and standard addition calibra-

ion was used for wastewater samples because matrix effects
ere observed. Identity of these compounds was confirmed by
sing a peak retention times window within 1.5% and ratios of
wo of the most intensive and characteristic ions of the mass
pectrum. Table 2 shows results of the study of recovery and a
epresentative chromatogram of wastewater samples spiked with
.0 ng mL−1 of each analyte is depicted in Fig. 5. The recoveries
ere greater than 76.0% and no interfering peaks were observed

or the blank samples.
Finally, three urban wastewater samples collected in Mara-

aibo, Venezuela were analyzed using the proposed method.
ach sample was analyzed by triplicate. Ibuprofen was detected
t concentrations between 0.57 and 0.89 ng mL−1. These results
emonstrate the usefulness of the proposed method for this
pplication.

. Conclusions

A simple and practical GC–MS method in combination with
n situ derivatization headspace SPME for the determination
f the non-steroidal acidic anti-inflammatory drugs ibuprofen,

ufenamic acid, naproxen, mefenamic acid, tolfenamic acid,
nd meclofenamic acid in water samples is presented. Sensi-
ive responses were obtained using 15 �L of DMS, 60 �L of
.1 M TBA-HSO4, a 100 �m polydimetilsiloxane fibre, 2.88 g

[

[

75 (2008) 111–115 115

a2SO4, 45 min extraction time, pH 6.0 and 70 ◦C in combi-
ation. Non-equilibrium conditions were adopted in order to
educe the extraction time. The application of standard addition
ethod was effective to compensate the matrix effect observed

nd improved the method accuracy. In view of it simplicity and
ensitivity, the proposed method is applicable for the quantifica-
ion of residues of NSAIDs studied in tap water and wastewater
amples.
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bstract

Recent reports from our laboratory presented a comprehensive theory and demonstrated feasibility of reversed-phase liquid chromatography
RP-LC) employing the programmed gradient of pH of the mobile phase. The aim of that work was to explore the usefulness of the pH gradient-
ased approach in fractionation of peptides. The experiments were performed on a series of peptides separated at various LC conditions. Retention
arameters of peptides in the pH gradient and in the simultaneous pH/organic modifier gradient RP-LC were compared. The best results were
btained with eluents comprising low but constant concentrations of organic modifier while gradient of pH in the mobile phase was developed
everal times during each chromatographic run. The elaborated LC conditions allowed controlling the elution of peptides not only according to
heir hydrophobic properties, but also taking into account their electronic properties, represented by isoelectric point (pI) values. The combination

f isocratic (regarding organic modifier) LC mode with recurring eluent pH gradient is proposed as an effective fractionation method of peptide
ixtures. Moreover, information on hydrophobicity and pI of the peptides, obtained by that approach, might be an additional peptides database
atching constraint. Hence, a new tool for analytical and bioinformatics studies of peptides fractionation is proposed.
2007 Elsevier B.V. All rights reserved.
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. Introduction

While two-dimensional gel electrophoresis suffers from a
umber of factors, it has a high resolving power and still is widely
pplied in the practice for the separation of proteins [1–9].
n the other hand, new high-resolution separation approaches,

ike two-dimensional chromatography (for example, a combina-
ion of ion exchange chromatography and reversed-phase liquid
hromatography, coupled directly to mass spectrometry), are
urrently under intensive development and evaluation [10–14].
espite the wide use of the methods based on the differences in

soelectric point values for just protein fractionation (like the first
tep in 2D gels electrophoresis) [15–18], separation of peptides
ith the use of reversed-phase liquid chromatography (RP-LC)

ased on just isoelectric point values could be a new subject of
nterest.
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In chromatography the fundamental general equation
escribing analyte retention is [19]:

VR

0

dV

V0(1 + ka)
= 1 (1)

here VR is the retention volume, V0 is the column dead volume
nd ka is the instantaneous value of the retention factor, corre-
ponding to the composition of the mobile phase at the point
n the column, where actually the analyte finds itself. From Eq.
1) it seems that a flux of an infinitesimally small volume of the
obile phase, dV, through the middle of the analyte zone causes

artial zone migration, dx. It can be assumed that the zone is
emporarily under isocratic conditions for which a value of ka
f the analyte can be assigned. When the total volume of the

obile phase, equal to the retention volume, passes through the
iddle of the zone, then the sum of partial migrations equals 1.
hus, equations describing analyte retention at the mobile phase
omposition occurring at column inlet, ki, have the following
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Table 1
Retention times obtained for 22 peptides chromatographed with the use of lin-
ear gradient of acetonitrile content and linear gradient of acetonitrile content
combined with gradient of pH of the eluent

No. Peptide sequence Linear gradient
0–60% ACN
(60 min)

Linear gradient
0–60% ACN/pH
gradient (60 min)

1 GH 2.07 2.02
2 GM 3.35 2.98
3 DAEFRH–NH2 11.48 11.68
4 DAEFGHDSG–NH2 13.05 11.15
5 GL 4.28 4.80
6 DAEFGH–NH2 11.50 9.65
7 AF 7.07 15.68
8 MAGASELGTGPGA–NH2 16.52 18.50
9 Ac–DAEFRH–NH2 18.07 11.15

10 EVRHQK 13.42 22.15
11 DAEFRHDSGY–NH2 11.32 11.13
12 YL 12.98 19.37
13 Ac–DAEFRH 15.72 11.13
14 HWHTVAKETS 12.40 17.25
15 GKTKEGVLY–NH2 14.38 19.45
16 EGVLY–NH2 19.62 14.62
17 Ac–DAEFRHDSGY–NH2 19.45 12.37
18 LHWHT 17.40 21.22
19 DAEFGHDSGF–NH2 16.60 28.45
20 ETHLHWHT 16.13 21.30
21 HLHWHT 14.65 28.93
2
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of 60 min, was applied. In isocratic experiments content of ace-
ig. 1. Changes of ki values during a pH gradient for a hypothetical weak base
f pKa 9.

orms:

VR

0

1

V0

dV

ki
= 1 (2)

tR

0

1

t0

dt

ki
= 1 (3)

Changes of pH at column inlet lead to changes of retention
actor, ki. Changes of ki during gradient of pH developed in the
obile phase for a hypothetical weak base of pKa 9 are illustrated

n Fig. 1.
Changes of ki of acids and bases with pH of eluent are

escribed by the following relationships:

i = k[A−] + k[HA]10pKa−(pH0+at)

1 + 10pKa−(pH0+at) (4)

i = k[BH+] + k[B]10(pH0+at)−pKa

1 + 10(pH0+at)−pKa
(5)

In RP-LC with a mobile phase pH gradient (formed by mixing
ppropriate buffers in appropriate proportions) a linear change of
H within gradient time is programmed according to the general
quation:

pH = pH0 + at (6)

here pH0 is the initial pH and a denotes gradient steepness.
Recent reports from our laboratory [19–22] demonstrated a

omprehensive theory of reversed-phase liquid chromatography
mploying the programmed pH gradient of the mobile phase.
lso, the principles of the double gradient RP-LC, employing

imultaneous gradients of organic modifier content and of pH of
he mobile phase, have been provided.

The aim of presented work was to explore the usefulness of
he pH gradient RP-LC approach as a new fractionation tool for
he separation of peptides. Moreover, the approach was applied

n analytical and bioinformatics studies of peptides fractiona-
ion behavior employing information on their isoelectric point
alues.

t

w

2 WF 24.60 29.55

. Materials and methods

.1. Chromatographic experiments

The experiments were performed on a standard LC column
acked with octadecyl-bonded silica. An XTerra MS C18 col-
mn, 15.0 cm × 0.46 cm i.d., particle size 5 �m, from Waters
Millford, MA, USA) was applied.

Twenty-two structurally diverse peptides, collected in
ables 1 and 2, were chromatographed. The following peptides
ere purchased from Sigma–Aldrich (St. Louis, MO, USA):
H, GM, GL, AF, YL and WF. All other peptides were syn-

hesized at the Department of Organic Chemistry, University
f Gdańsk [23,24]. Peptides were encoded with the standard
mino acids letter code: alanine (A), arginine (R), asparagines
N), aspartic acid (D), cysteine (C), glutamic acid (E), glu-
amine (Q), glycine (G), histidine (H), isoleucine (I), leucine
L), lysine (K), methionine (M), phenylalanine (F), proline (P),
erine (S), threonine (T), tryptophan (W), tyrosine (Y), valine
V). Some peptides possessed amide and/or acetyl group, what
as indicated in the peptide sequence as –NH2 or Ac–, respec-

ively.
Mobile phase was made of water and acetonitrile with the

ddition of 0.1% (v/v) of trifluoroacetic acid. Linear gradient
rom 0 to 60% of acetonitrile, developed within gradient time
onitrile was fixed at 11% (v/v).
Mobile phase in pH gradient experiments comprised, as the

eaker eluents, water with the addition of 0.1% (v/v) of tri-
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Table 2
Retention times obtained at constant content of acetonitrile and fixed pH, and after applying gradient of pH, along with the values of structural descriptors for 22
peptides chromatographed

No. Peptide 11% ACN 11% ACN/pH gradient pI log sumAA c log P

1 GH 1.64 1.71 6.74 0.59 −1.89
2 GM 2.42 3.79 5.53 0.84 −1.90
3 DAEFRH–NH2 3.38 3.42 5.32 1.35 −2.57
4 DAEFGHDSG–NH2 3.75 3.87 4.02 1.44 −5.27
5 GL 3.85 3.99 5.53 1.05 −0.08
6 DAEFGH–NH2 3.91 3.52 4.35 1.34 −3.23
7 AF 5.39 5.60 5.57 1.14 0.95
8 MAGASELGTGPGA–NH2 5.80 6.75 4.00 1.56 −6.46
9 Ac–DAEFRH–NH2 6.79 5.40 5.32 1.35 −2.41

10 EVRHQK 6.96 7.09 8.76 1.17 −3.36
11 DAEFRHDSGY–NH2 7.24 6.32 4.54 1.56 −3.93
12 YL 7.63 6.57 5.53 1.26 1.86
13 Ac–DAEFRH 7.97 6.36 5.32 1.35 −1.71
14 HWHTVAKETS 8.19 8.91 6.92 1.51 −4.10
15 GKTKEGVLY–NH2 12.78 17.23 8.59 1.53 −1.69
16 EGVLY–NH2 13.11 7.79 4.00 1.42 0.51
17 Ac–DAEFRHDSGY–NH2 22.70 7.63 4.54 1.56 −3.77
18 LHWHT 30.69 13.21 6.92 1.44 −0.30
19 DAEFGHDSGF–NH2 35.50 8.07 4.02 1.59 −3.79
20 ETHLHWHT 43.90 17.96 6.26 1.52 −2.27
2 27.63 7.02 1.47 −1.11
2 18.15 5.53 1.37 2.41
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1 HLHWHT 45.50
2 WF 54.92

uoroacetic acid and water with the addition of 0.1% (v/v) of
mmonia. pH gradient from pH 2.5 to 10.5 was generated in
min intervals in experiments involving simultaneous pH and
cetonitrile content gradient.

.2. Analysis of quantitative structure–retention
elationships (QSRR)

Molecular structural descriptors of all the peptides studied
ere calculated by the molecular modeling program Hyper-
hem for personal computers with the extension ChemPlus

Hypercube, Gainsville, FL, USA). The software performed
eometry optimization of the molecules with the use of molec-
lar mechanics MM+ force field method.

Having retention data and the values of structural descrip-
ors determined for a series of peptides tested, the appropriate

ultiple regression QSRR equations were derived with Statis-
ica 7.1 software (StatSoft, Tulsa, OK, USA). The goodness of
escription of retention time by those equations was evaluated
ith the use of the values of significance level, p, of each term
f the equations and of the whole equation, multiple correlation
oefficients, R, standard error of estimate, s, and the values of
he F-test of significance, F.

. Results and discussion

At first, retention of peptides in double pH/organic modifier
radient RP-LC mode was determined (Fig. 2). The series of

2 structurally diversified peptides was chromatographed with
he use of linear gradient of organic modifier and again after
mploying the linear gradient of organic modifier combined with
radient of pH (Table 1). As can be seen, minor differences of

a
b
p

ig. 2. Schematic representation of the RP-LC conditions employing eluent pH
radient from pH 2.5 to 10.5, generated every 5 min, combined with gradient of
cetonitrile content.

etention times of the peptides studied were observed (Fig. 3).
owever, two groups of more retained peptides, differing in

lution order with regards to acetonitrile gradient itself and gra-
ient of acetonitrile content combined with pH gradient, could
e recognized.

More distinctive results were obtained in case of fixed
cetonitrile content and gradient of pH (Fig. 4). The largest
ifferences between retention times were again found for the
ore strongly retained peptides (Table 2). Generally, the condi-

ions applied resulted in decrease of retention times of the most
ydrophobic peptides (Fig. 5).
Next, it was demonstrated that the elaborated LC conditions
ffect elution of peptides not only according to their hydropho-
ic properties [23,24], but also according to their electronic
roperties, represented by isoelectric point values.
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Fig. 3. Relationships between retention times of peptides chromatographed with
linear gradient of acetonitrile content in the eluent and after applying linear
gradient of acetonitrile content combined with gradient of pH.

Fig. 4. Schematic representation of the RP-LC conditions employing eluent pH
g
o

d
s
A
g
m

F
fi
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Table 3
Plate numbers calculated for some peptides chromatographed with the use of
linear gradient of acetonitrile content and linear gradient of acetonitrile content
combined with gradient of pH of the eluent

No. Peptide sequence Plate number
(linear gradient
0–60% ACN
(60 min))

Plate number
(linear gradient
0–60% ACN/pH
gradient (60 min))

1 DAEFRHDSG–NH2 6,607 101,306
2 DAEFGHDSG–NH2 10,916 77,841
3 DAEFGH–NH2 5,776 77,423
4 Ac–DAEFRHDSGY–NH2 10,816 6,779
5 LHWHT 7,569 62,206
6 Ac–DAEFRH–NH2 7,255 88,566
7 YL 1,009 19,202
8
9

•

•

radient from pH 2.5 to 10.5, generated every 5 min, with fixed content of the
rganic modifier.

For that, quantitative structure–retention relationships were
erived describing retention time of peptides observed at con-
tant pH and the concentration of acetonitrile in the eluent.
ppropriate QSRR were also derived after applying eluent with
radient of pH. The following statistically significant QSRR

odels were found:

ig. 5. Relationships between retention times of peptides chromatographed at
xed content of acetonitrile and constant pH of eluent and those obtained after
pplying gradient of pH in the eluent.

t
(
i
i

e
b
t
L
d
d
g
m
n

DAEFGHDSGF–NH2 3,062 191,979
ETHLHWHT 6,480 37,495

Constant content of acetonitrile and gradient of pH:

tR = −14.98(±5.16)
p=0.0100

+ 155(±0.49)
p=0.0058

pI + 11.12 log sumAA

+1.51(±0.31)c logP
p=0.0002

+ 0.0030(±0.0006)E2
A

p=0.0002

n = 22; R = 0.913; F = 21.2; s = 2.88;

p < 2 × 10−6 (7)

Constant content of acetonitrile and constant pH:

tR = −15.69(±20.09)
p=0.4457

− 0.03(±1.92)
p=0.9885

pI

+24.15(±11.30) log sumAA
p=0.0474

+ 4.34(±1.21)c log P
p=0.0023

+0.0073(±0.0024)E2
A

p=0.0074
n = 22; R = 0.780;

F = 6.6; s = 11.21; p < 0.0021 (8)

where tR is the retention time, pI the isoelectric point;
log sumAA the logarithm of the sum of gradient retention times
of the amino acids forming the individual peptide; c log P
the logarithm of the theoretical n-octanol—water partition
coefficient and E2

A is the square of the angle energy.

In the case of Eq. (8), isoelectric point descriptor appeared
o be statistically insignificant (p ≥ 0.05), in contrary to Eq.
7) (p = 0.0058). Hence, the retention of peptides in RP-LC
n mobile phase pH gradient mode is significantly affected by
soelectric point values of the peptides.

Finally, some issues related to peak shape and separation
fficiency in RP-LC in mobile phase pH gradient mode should
e considered. For that case, exemplary comparison between
he chromatograms obtained for Ac–DAEFRHDSGY–NH2 and
HWHT peptides eluted in acetonitrile gradient itself and gra-
ient of acetonitrile content combined with pH gradient is

emonstrated in Fig. 6. It is seen that base line in the case of
radient of acetonitrile content combined with pH gradient is
ore disturbed applying UV detection. However, it must be

oted that the number of theoretical plates obtained for the
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F aceton
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p
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ig. 6. Chromatograms obtained for (a) Ac–DAEFRHDSGY–NH2 eluted in
cetonitrile content combined with pH gradient.
eaks in chromatograms when applying gradient of acetoni-
rile content combined with pH gradient is much higher in
omparison elution with acetonitrile gradient itself (Table 3).
dditionally, the peak shape can be analyzed visually in more

d
a
c
s

itrile gradient itself and (b) Ac–DAEFRHDSGY–NH2 eluted in gradient of
etails in Fig. 7, when overlapped chromatograms achieved in
cetonitrile gradient itself and gradient of acetonitrile content
ombined with pH gradient are presented. It must be empha-
ized that all sharper peaks in Fig. 7 were obtained with the
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ig. 7. Chromatograms eluted in acetonitrile gradient itself or eluted in gradien
b) DAEFRHDSG–NH2, (c) DAEFGHDSG–NH2 and (d) LHWHT.

se of gradient of acetonitrile content combined with pH gradi-
nt.

. Conclusions

The pH gradient RP-LC mode allows for separation of pep-
ides not only according to their hydrophobic properties but also
ccording to their isoelectric points. An application of a fixed
oncentration of acetonitrile with recurrent gradient of pH of
he eluent is proposed as a new means of peptides fractiona-
ion.
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bstract

A disposable, small scale and low-cost electrochemical “wall-jet” flow-cell was build up together with a graphite lead mounted onto a pencil

older able to modulate the current response by the control of the surface area of the electrode. The total phenolic content of different types of tea
nfusions was determined and compared with the conventional Folin–Ciocolteau method. An index of antioxidant power was also proposed and
ata were compared with those obtained by the DPPH* assay.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Field experiments in food analysis represent a challenge for
very analytical chemist since sample preparation, set-up of the
xperiment and extensive time delays are often a critical fac-
or to provide industry with useful and interpretable results. In
his context, electrochemical techniques have often been con-
idered superior than the optical based assay, thanks to higher
ensitivity, negligible effect of the sample turbidity and inherent
ortability. The combination of electrochemical detectors with
ow injection systems speed up the time of analysis and open

o miniaturization and automation devices [1].
During the analysis of complex food matrices with electro-

hemical assays, a common drawback is the oxidation products
f some compounds which deposit on the carbon electrode as a
hin film, decreasing the magnitude of the analytical response;
ven though a cleaning step can be inserted into the analyti-
al protocol, the renewing of the electrodes surface is awkward
nd it will result in a loss of reproducibility [2]. Therefore, the
aintenance of the electrodes is still one of the major problems
iscouraging electrochemical techniques to be widespread used
n analytical assays.

∗ Corresponding author. Tel.: +39 02 50319292; fax: +39 02 50319061.
E-mail address: matteo.scampicchio@unimi.it (M. Scampicchio).
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oi:10.1016/j.talanta.2007.11.014
tion analysis; Tea infusion

Phenolic compounds are commonly responsible of such
assivation at solid electrodes [3]. They are characteristic com-
onents of many fruit and vegetable, and they are also the main
ntioxidant components of food [4]. Therefore, analysis of such
ubstances has been of central interest in the scientific commu-
ity due to their beneficial health effects [5,6].

Tea represents a major source of antioxidants since it is
he most widely consumed beverage worldwide and contains
arge amounts of flavonoids and phenolics. In literature, many
tudies deal with the identification and quantification of antiox-
dants in tea, but emphasis has been given to organic solvent
xtracts isolated from dried leaves [7]; little is known about the
henolic content and the antioxidant activity of tea infusions
8].

In this paper, the development of a low-cost, low-tech flow
njection system composed by an electrode based on a pencil lead
graphite) and by a modified PVC Pasteur pipette as flow cell, is
roposed for the determination of phenolic content and antiox-
dant power of infusion (water extract) of different types of tea.
encil graphite electrodes (PGEs) have been demonstrated to be
xcellent material for measurements in the field thanks to their
ow cost, high sensitivity, portability, easy maintenance, low
ackground current, wide potential window, chemical inertness

nd suitability for various sensing and detection applications
1,9,10]. By virtue of its high electrochemical reactivity, good
echanical rigidity and ease of renewal, PGE has been applied

n several different analytical fields, i.e. for the detection of
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the DPPH* radical (I50), was calculated. A calibration curve was
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race metals [11–14], DNA [9,15–17], immunoassay [18], caf-
eine [19], titratable acidity [20], pollutants [21], nitrate [22,23],
zone [24], some drug in pharmaceutical preparations [25] and
hlorophenols in conjunction with liquid chromatography [26].
o the best of our knowledge this is the first time that an amper-
metric flow injection system operating with a disposable PGE
as employed for the evaluation of tea antioxidant power and
henolic content. With respect to the conventional glassy car-
on electrodes (CGEs), disposable PGEs significantly reduce
otal analysis time by by-passing the cleaning and pre-treatment
rocess. Furthermore, PGEs have a surface area that can be mod-
lated, therefore are able to detect also low concentration of the
nalyte.

. Experimental

.1. Samples and samples preparation

Twelve different types of tea were analysed. Japanese oolong
ea in leaves, and Chinese white tea in leaves were purchased at
he herbalist; the other teas were purchased from a local super-

arket. They consisted of: Ceylon black tea in leaves, cherry
avoured black tea in leaves, Himalayan black tea in bags,
pple flavoured Kenyan black tea, Japanese green tea in bags,
reen tea in bags, green tea in leaves, peach flavoured green
ea in bags, Chinese red tea in bags, detheinated black tea in
ags.

A standardised procedure for the preparation of tea infu-
ions was applied: 2 g of tea (tea bags were opened and tea
as weighted) were placed in 200 ml of boiling water for 4 min.
fter the infusion time, 50 ml of teas were filtered, allowed to

ool to room temperature and then analysed. Before injection
n the flow system tea samples were diluted 100 times with the
arrier solution.

.2. Apparatus

The amperometric measurements were performed with the
otentiostat CHI 1010 (CH Instruments, Inc., USA). A sim-
le “home-made” low-cost flow cell was made up by cutting
he bottom of a PVC Pasteur pipette, which formed the “cham-
er” of the cell. A glass tube, with nominal internal diameter
f 1 mm, was easily inserted into the PVC Pasteur pipette
nd sealed with epoxy glue. One side of the glass tube was
inked to the pump (Jasco 880 PU, Tokyo, Japan) by a con-
ecting tube in PEEK (1.5 mm o.d. × 1.0 mm i.d.), and the
ther side was laid into the chamber of the cell. The three-
lectrode system consisted of the PGE as the working electrode,
he pseudoreference electrode (Ag/AgCl), and the platinum
ire as auxiliary electrode. Unless otherwise indicated, all
otentials are referred to the silver–silver chloride electrode
SSC). The lead rods were 0.5 mm in diameter and 6 cm in
ength. The pencil-lead was used as received, inserted into a

ommercial pencil holder and about 4 mm vertically dipped
nto the glass tube of the chamber giving a geometric sur-
ace area of 6.41 mm2. The electrical connection was made on
he outer side of the stainless steel tip of the pencil holder.

b
s
p
i

Fig. 1. Schematic configuration of the home-made flow injection cell.

he overall configuration of the flow system is shown in
ig. 1.

.3. Operating procedure

Analyses were performed at room temperature using a car-
ier solution made of acetate buffer (0.1 mol l−1, pH 4.0) added
f 0.050 mol l−1 sodium chloride. A 1 ml min−1 flow rate and a
0 �l injection volume were employed. The flow injection (FI)
xperiment were performed operating in amperometric mode
nd the total phenols content or the antioxidant power were eval-
ated by measuring the current resulted from the oxidation of
he electroactive compounds at the established potentials of +0.8
r +0.5 V, respectively. The antioxidant power was quantified
y a calibration curve built up with trolox (6-hydroxy-2,5,7,8-
etramethylchroman-2-carboxylic acid, Sigma–Aldrich Italia)
nd data were expressed as mg of trolox equivalent per 100 ml
f tea infusion. The total phenolic content was evaluated using
calibration curve built up with caffeic acid (Sigma–Aldrich

talia) and data were expressed as mg of caffeic acid equivalent
er 100 ml of tea infusion.

.4. DPPH* assay

The antioxidant activity was measured by the DPPH* (2,2-
iphenyl-1-picrylhydrazyl) assay [27]. A 25 mg l−1 DPPH*
ethanolic solution was prepared daily and stored protected

rom light. One milliliter sample (properly diluted with
eionised water) was added to 5 ml DPPH* solution and incu-
ated at 40 ◦C for 30 min. The DPPH* discoloration reaction was
ollowed by measuring the absorbance at 515 nm (optical path
f 1 cm), against the blank (1 ml deionised water +5 ml DPPH*
olution). Dose-response curves were built for each sample and
he amount of antioxidant, corresponding to 50% inactivation of
uilt up with trolox and the antioxidant activity of the tea infu-
ions was expressed as trolox equivalents (milligram of trolox
er 100 ml of tea infusion). All determinations were carried out
n triplicate.
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.5. Determination of total phenolic compounds

The amount of total phenolics was also determined using
he Folin–Ciocalteau method [28]. Absorbance was read at
60 nm, a calibration curve was built up with caffeic acid and the
esults were expressed as milligram of caffeic acid equivalent
er 100 ml of tea infusion.

. Results and discussion

Initial investigation was undertaken to characterise the elec-
rochemical properties of a range of commercial available pencil
eads and to establish the best electrode surface area. Fig. 2 dis-
lays the flow injection responses for increasing concentrations
f caffeic acid, obtained by using four pencil leads of different
ardness (2B; HB; 2H; 5H) and applying an operating poten-
ial of +0.5 V. Since the four leads contain different amount of
lay and polymers as well as graphite, they showed different
mperometric signals even if all of them responded rapidly to
he dynamic changes in caffeic acid concentration, showing that
ll of the leads are suitable for electrochemical studies. In partic-
lar, the HB pencil lead showed the best performance concerning
he signal/noise ratio and was used in further studies.
The intensity of the amperometric signal was modulated by
xtruding the lead from the pencil holder so that the length of
he graphite electrode and consequently its surface area could
e increased. During a preliminary experiment, the electrode

ig. 2. Flow injection responses of caffeic acid standard solutions ((a)
�mol l−1; (b) 15 �mol l−1; (c) 50 �mol l−1; (d) 70 �mol l−1), obtained by
sing pencil leads of different hardness (2B; HB; 2H; 5H). Operative condi-
ions: flow rate, 1 ml min−1; carrier solution: acetate buffer (0.1 mol l−1, pH
.0), 0.050 mol l−1 sodium chloride; injection volume, 20 �l; working potential,
0.5 V.
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f) 5 mm). Operative conditions: flow rate, 1 ml min ; carrier solution: acetate
uffer (0.1 mol l−1, pH 4.0), 0.050 mol l−1 sodium chloride; injection volume,
0 �l; working potential, +0.5 V.

as placed in front of the flow stream, with the end of the lead
ositioned at the level of the stream outlet (click 0). Subsequent
licks (from 1 to 5) on the pencil holder lengthen the lead into
he glass tube of the chamber from 1 to 5 mm. Fig. 3 shows
he amperometric responses of a 50 �mol l−1 standard solutions
f caffeic acid at different HB lead lengths and at an applied
otential of +0.5 V. As it can be observed, the amperometric
ignals increased with the lead length till 4 mm, corresponding
o a geometric surface area of 6.41 mm2. A reproducible and
table signal was observed for all the lead lengths. When the
ead length of 4 mm was chosen, the relative standard deviation
f the current signals for ten repeated injections of 50 �mol l−1

affeic acid was 3% (not shown). This length was used in all
urther studies.

Fig. 4 shows the hydrodynamic voltammograms of caffeic
cid and trolox, used as standard in the determination of the
otal phenolic content and of antioxidant power of tea infusions,
espectively. The hydrodynamic voltammograms were obtained
y plotting the amperometric signal versus the applied potential.
or trolox and caffeic acid, the potential started rising at +0.2 and
0.3 V respectively; both standards reached a plateau at about
0.6 V.

Further investigations dealt with the application of the pro-
osed FI system to the evaluation of the total phenolic content
nd the antioxidant power of tea infusions. The antioxidant
ower of phenols is related to their redox properties, which in
urn are related to their chemical structure. In our previous works
29–31], we have demonstrated that electrochemical behavior
f flavonoids, phenolic acids and carotens is related to their
ntioxidant activity. Since the oxidation potential of a compound
rovides an estimate of the energy required to donate an electron,
he lower the oxidation potential, the higher will be its expected
ntioxidant activity. The applied potential of +0.5 V has been
emonstrated to be selective to discriminate those compounds
aving high reducing capacity, hence with effective antioxidant

ower. At potential greater than +0.6 V all the phenolic com-
ounds present into the sample can be oxidized and consequently
lectrochemically evaluated. Based on these considerations, dif-
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Fig. 4. Hydrodynamic voltammetric profiles of trolox (©) and caffeic acid
(�). Operative conditions: standard concentrations, 50 �mol l−1; flow rate,
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ml min−1; carrier solution: acetate buffer (0.1 mol l−1, pH 4.0), 0.050 mol l−1

odium chloride; injection volume, 20 �l.

erent types of tea infusion were analysed with the PGE at two
ifferent potentials. A potential of +0.5 V was applied in order to
valuate the antioxidant power. The total phenolic content was
valuated applying a potential of +0.8 V. The antioxidant power
as quantified using trolox as reference while total antioxidant

ontent was expressed as caffeic acid equivalents. Quantifica-
ion was based on peak height. The amperometric detection
esulted in well-defined linear concentration dependence in a
ange between 1 and 20 mg l−1 of trolox (working potential
0.5 V) and caffeic acid (working potential +0.8 V). The relative
tandard deviation at the concentration level of 10 mg l−1 was
.2% for trolox and 2.8% for caffeic acid (n = 15). In Table 1 the
ntioxidant power and the total phenolic content of the tea infu-
ions are reported. As it can be seen tea infusions evaluated with
he electrochemical method showed widely different antioxidant
ower (b) (ranging from 10.2 mg 100 ml−1 to 83.5 mg 100 ml−1)
nd phenolic content (d) (ranging from 14.1 mg 100 ml−1 to
19.4 mg 100 ml−1). This variability depends on the kind and
xtent of fermentation and drying treatment, which, in black and
olong tea, caused the oxidation and condensation of pheno-
ics, the oxidation of carotenoids and the formation of Maillard
eaction products. Furthermore, very different values of antiox-
dant power and phenolic content were found among teas of the
ame type, probably reflecting differences in quality, geograph-
cal origin, technological and storage conditions. Nevertheless,

onsidering the ratio between the antioxidant power and total
ntioxidant content (b)/(d), green teas (except for Japanese green
ea) showed higher values with respect to black, oolong and Ta
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hite teas. This result, in agreement with other studies [32,33],
emonstrate that green tea, not subjected to the fermentation pro-
ess, is rich of highly antioxidant phenols. The electrochemical
esponses were compared with the colorimetric DPPH* assay
a) and with the Folin–Ciocalteau assay (c) (Table 1). In order
o correlate the methods the linear regression model was used.

good correlation was found between the proposed electro-
hemical method (EC 500 mV) and the DPPH* assay (r = 0.92)
r between the electrochemical method (EC 800 mV) and the
olin–Ciocalteau assay (r = 0.97). The good agreement with the
PPH* assay demonstrate that the proposed method supply a
easurement of the total amount of natural antioxidant (pheno-

ic acids and flavonols), even though it is based on a different
rinciple: the redox properties of phenolics in the electrochem-
cal method, and the ability of phenolics to scavenge the radical
n the DPPH* assay. Not surprisingly, agreement between the
olin–Ciocolteau method and the proposed method is high, since

he first is a redox reaction between fosfo-molibdenum ions and
he phenols and the second is a direct redox reaction between
henols and the surface of the PGE.

The proposed electrochemical method based on a flow injec-
ion system with pencil graphite electrode could be successfully
mployed for the direct and rapid monitoring of the antioxidant
ower and of the total phenolic content of tea infusions.

. Conclusion

A renewable, low-cost and low-tech electrochemical system
as developed by using a pencil graphite lead and a sim-
le home-made flow cell, based on a modified plastic Pasteur
ipette. The system is extremely inexpensive with the cost of
aterial being a few euros and provides an attractive alterna-

ive to the high-tech carbon electrodes. The operational cost
ssociated with the renewing the pencil lead is of few cents.
urthermore, the intrinsic ease renewably of the pencil lead is
xtremely useful during on-field analysis, in particular, when
assivating compounds have to be evaluated.
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bstract

The performance of a carbon paste electrode (CPE) modified with SBA-15 nanostructured silica organofunctionalised with 2-benzothiazolethiol
n the simultaneous determination of Pb(II), Cu(II) and Hg(II) ions in natural water and sugar cane spirit (cachaça) is described. Pb(II), Cu(II) and
g(II) were pre-concentrated on the surface of the modified electrode by complexing with 2-benzothiazolethiol and reduced at a negative potential

−0.80 V). Then the reduced products were oxidised by DPASV procedure. The fact that three stripping peaks appeared on the voltammograms at the
otentials of −0.48 V (Pb2+), −0.03 V (Cu2+) and +0.36 V (Hg2+) in relation to the SCE, demonstrates the possibility of simultaneous determination
f Pb2+, Cu2+ and Hg2+. The best results were obtained under the following optimised conditions: 100 mV pulse amplitude, 3 min accumulation

−1
ime, 25 mV s scan rate in phosphate solution pH 3.0. Using such parameters, calibration graphs were linear in the concentration ranges of
.00–70.0 × 10−7 mol L−1 (Pb2+), 8.00–100.0 × 10−7 mol L−1 (Cu2+) and 2.00–10.0 × 10−6 mol L−1 (Hg2+). Detection limits of 4.0 × 10−8 mol L−1

Pb2+), 2.0 × 10−7 mol L−1 (Cu2+) and 4.0 × 10−7 mol L−1(Hg2+) were obtained at the signal noise ratio (SNR) of 3. The results indicate that this
lectrode is sensitive and effective for simultaneous determination of Pb2+, Cu2+ and Hg2+ in the analysed samples.

2008 Published by Elsevier B.V.
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. Introduction

One-dimensional uniform tubular pores, in the form of hexag-
nally arranged mesoporous SBA-15 silica, attracted much
ttention when it was first reported by Zhao et al. [1], due to
heir marked hydrothermal stability, amenability to synthesis in a
ide range of pore sizes (4.6–30 nm), and particle morphologies

s well as their potential applications in emergent areas, such as
nergy storage in doublelayer supercapacitors, catalytic support

n fuel cell electrodes, adsorption of bulky molecules in liquid
hase, improvement of selectivity and sensitivity in the prepa-
ation of electrodes for electroanalysis, etc. [2–5]. Mesoporous

∗ Corresponding author. Fax: +55 16 3373 9987.
E-mail address: cavalheiro@iqsc.usp.br (É.T.G. Cavalheiro).
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iol; Cachaça; Well water

ilica can be modified and functionalised by incorporation of
rganic groups in the silica structure via synthesis procedure and
he immobilisation of organic substances that can be bonded to
he silanol groups on the surface of mesoporous silica. A wide
ange of functional groups, such as thiols, amines, epoxides,
madizoles, chromophores, phenyls and alkyorganosilanes are
eported to be incorporated [6–10].

Walcarius [11,12] presents extensive reviews about the prepa-
ation and application of silica modified electrodes showing
heir importance as electroanalytical sensors. Electrochemical
ensors based on stripping voltammetry use to be a useful
echnique for determining aqueous heavy metal concentrations.

hese sensors are usually sensitive, compact, low cost and easily

ntegrated into field-deployable units [13–15]. Stripping voltam-
etry for trace metal ions usually involves pre concentration of
etal ions at an electrode surface, followed by quantification of
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he accumulated species by voltammetric methods. The carbon
aste electrode (CPE) has the advantages of surface renewal
nd very low background currents, mainly in positive poten-
ial ranges [16]. CPE modified with functional ligands have
een more widely used to pre-concentrate and quantify trace
etal ions [17–22]. These ligands improve the selectivity of

he determination step compared to using an unmodified CPE
23,24].

Lead, copper and mercury are cumulative toxic metals whose
resence in the environment has increasing concerning. The
ollution of lead and mercury is one of the most serious envi-
onmental problems because of they stability in contaminated
ite and complexity of mechanism in biological toxicity. Once
bsorbed, lead and mercury can be accumulated in the body and
reatly threaten the health of human [25,26]. Copper is an essen-
ial element at trace level (i.e. catalytic action in heme synthesis)
27], but the intake of large quantities can be toxic. According to
razilian regulations, it may be sold raw or with addition of sugar
nd may contain up to 5 mg L−1 (79 �mol L−1) of copper and
00 �g L−1 (0.97 �mol L−1) of lead [28]. In well water may con-
ain up to 7.8 �g L−1 (0.20 �mol L−1) of copper, 0.210 mg L−1

1.0 �mol L−1) of lead and 1.8 �g L−1 (9.0 nmol L−1) of mer-
ury [29].

In the present work, the use of organofunctionalised SBA-
5 silica with 2-benzothiazolethiol in the preparation of carbon
aste electrodes is described. SBA-15 silica presented the advan-
age of no need of surface pre-treatment before modification
hen compared with silica gel usually employed in such meth-
ds. The best conditions for a differential pulse anodic stripping
oltammetric procedure were optimised and the electrode was
pplied in the simultaneous determination of Pb2+, Cu2+ and
g2+ spiked in a well water and sugar cane spirit (cachaça)

amples. The organofunctionalised SBA-15 silica modified car-
on paste electrode offers great promise for wider application
s a metal ion sensor.

The main goal here is to evaluate the CPE electrode
odified with organofunctionalised SBA-15 silica with 2-

enzothiazolethiol in the analysis of cations. Thus, we selected
u2+ and Pb2+ that use to be present in low levels in cachaça

amples and Hg2+, which is not supposed to be present nor in
everages nor in natural waters due to its environmental rele-
ance.

. Experimental

.1. Apparatus

All the voltammetric measurements were carried out in a
0.0 mL total capacity thermostated glass cell at 25.0 ◦C, using a
arbon paste electrode modified with SBA-15 silica organofunc-
ionalised with 2-benzothiazolethiol (BTPSBA–MCPE) as a
orking, saturated calomel as reference (SCE) and platinum
ire as auxiliary electrodes. High purity nitrogen (FID. 4.9

GA) was used for deaeration of the electrolyte solution.
PASV were performed in BAS CV −50 W Voltammetric
nalyzer (Bioanalytical Systems) controlled by the BAS 50 W
indows control software, v. 2.3 (Bioanalytical Systems).

a
c
t
o

a 75 (2008) 15–21

.2. Reagents and solutions

All the solutions were prepared with water purified in a Milli-
ore Milli-Q system. All the chemicals were of analytical grade
nd used without further purification. The supporting electrolyte
sed for most experiments was a 0.10 mol L−1 phosphate solu-
ion pH 3.0. Stock solutions containing 1.00 × 10−3 mol L−1

b(II), 1.00 × 10−3 mol L−1 Cu(II) and 1.00 × 10−3 mol L−1

g(II) were prepared daily by dissolving an appropriate
mount of a 1000 mg L−1 reference lead nitrate solution
Merck), 1000 mg L−1 reference copper nitrate solution (Tec-
ab) and 1000 mg L−1 reference mercury nitrate solution

Tec-Lab) in 100 mL of the 0.10 mol L−1 phosphate solution
H 3.0.

The 3-(chloropropyl)-trimethoxysilane (Aldrich) and 2-
enzothiazolethiol (Sigma) were used in the functionalisation
f the SBA-15 silica.

A 1–2 �m particle size graphite powder (Aldrich) and min-
ral oil (Aldrich) were used for the preparation of the carbon
astes.

.3. Preparation of the organofunctionalised SBA-15 silica

The SBA-15 silica was synthesised according to a previ-
usly described procedure [2]. SBA-15 silica with a large surface
rea (>1500 m2 g−1) and large pore volumes (>1 cm3 g−1) was
sed without further treatment, in a procedure described earlier
13,30]. Thus, 3.0 g of SBA-15 silica was refluxed with 2 mL of
he 3-(chloropropyl)-trimethoxysilane in 40 mL of dry xylene
or 24 h. The solid was filtered and washed with xylene, ethanol,
cetone and ether, successively.

In the organofunctionalisation procedure, a sample of
-chloropropyl SBA-15 silica was suspended in an N,N′-
imethylformamide solution containing 2-benzothiazolethiol
ept under constant stirring and reflux during 24 h. The
uspension was filtered and washed successively with N,N′-
imethylformamide, ethanol, acetone and ether. The solid was
reated with hot ethanol in a Soxlet extractor during 8 h for elim-
nation of the excess of organoalcoxisilane. Finally, the product
as dried in air at 80 ◦C for 12 h. The organofunctionalised SBA-
5 silica was characterised by IR spectroscopy and NMR in solid
hase.

.4. Preparation of the modified carbon paste electrodes

Modified carbon paste electrodes (MCPE) were prepared by
ixing the graphite powder with BTPSBA. The mixture was

dded to 0.250 g of mineral oil and mixed in a mortar for at
east 20 min to produce the final paste in order to each elec-
rode containing 10, 15, 20 and 25% of BTPSBA, w/w. The
arbon paste electrode was finally obtained by packing the paste
nto a plastic tube 4.5 mm i.d. (geometrical area 0.16 cm2) and

rranged with a copper wire serving as an external electric
ontact. Appropriate packing was achieved by pressing the elec-
rode surface against a bond paper until a smooth surface was
btained.



alanta 75 (2008) 15–21 17

2
m

s
fi
H
p

a
a
1
w
3

d
c
t
a
+
a
m
f

2

p
u
o
C
c
T
a
A

3

3
s

(
(

t
1
c
f
i
b
r
o
1
o
S

F
u

n
m
h
5
p
(
m
i

3
(

e
t
(
and time, scan rate, supporting electrolyte, pH, electrode compo-
sition that affects the voltammetric peak current were optimised
as described bellow.
I. Cesarino et al. / T

.5. Sample preparation and analysis of lead, copper and
ercury in well water and sugar cane spirit (cachaça)

An exactly known amount of lead, copper and mercury were
piked to an aliquot of 10.0 mL of well water in order to reach a
nal concentration of 2.0 × 10−5 mol L−1 in Pb2+, Cu2+ and
g2+. This sample was mixed with 10.0 mL of 0.1 mol L−1

hosphate solution pH 3.0.
An exactly known amount of lead and mercury were spiked to

n aliquot of 10.0 mL of sugar cane spirit (Sant′Antonio), which
lready contained 3.97 mg L−1 of Cu2+. To sample it was added
.0 mL of 0.1 mol L−1 nitric acid. Then 1.0 mL of this mixed
as diluted in 10.0 mL of 0.1 mol L−1 phosphate solution pH
.0.

The Pb(II), Cu(II) and Hg(II) contents in these samples were
etermined by three successive additions of a standard lead(II),
opper(II) and mercury(II) solutions. The optimised parame-
ers of DPASV for simultaneous determination of lead, copper
nd mercury in the samples were potential interval −0.80 to
0.60 V (versus SCE); scan rate of 25 mV s−1, 100 mV pulse
mplitude; accumulation time 180s at −0.80 V. All measure-
ents were performed in solutions deaerated by bubbling N2

or 15 min.

.6. Comparison method

Atomic absorption spectrometry (AAS) determinations were
erformed in spectrofotometry AAnalyst 100 (Perkin-Elmer),
sing cathode lamp, air–acetylene flame and the wavelength
f 324.8 nm for copper and 283.3 nm for lead. The Pb(II) and
u(II) contents in these samples were determined by four suc-
essive additions of a standard lead(II) and copper(II) solutions.
he mercury(II) was determined by inductively coupled plasma
tomic emission spectrometry (ICP-OES), using a Thermo Jarrel
sh-IRIS/AP spectrometer.

. Results and discussions

.1. Characterisation of the chemically modified SBA-15
ilica

Fig. 1 presents the IR spectra of unmodified SBA-15 silica
curve a), 3-chloropropyl SBA-15 silica (curve b) and BTPSBA
curve c).

IR spectroscopy is employed for accompanying the func-
ionalisation steps of SBA-15 silica. In the region of
300–2000 cm−1, it was possible to observe the most significant
hanges, when the spectra of SBA-15 silica is compared with the
unctionalised SBA-15 silica one. The infrared spectra shown
n Fig. 1 confirm the presence of 2-benzothiazolethiol groups
ound to the silica surface. The bands in the 1600–1700 cm−1

egion represents the OH bending and stretching vibration

f Si–OH groups and physisorbed water. The bands in the
435–1410 cm−1 region correspond to the stretching vibration
f CH2–S group and at 1540 cm−1 relative to the stretching of
i–NH2 groups.
ig. 1. IR spectra for the silica SBA-15 after each functionalisation step: (a)
nmodified silica SBA-15; (b) 3-chloropropyl SBA-15 silica and (c) BTPSBA.

The NMR 13C spectra of the BTPSBA (Fig. 2) shows sig-
als at 10.7, 23.7 and 36.6 ppm, and these are assigned to the
ethylene groups 1, 2 and 3, respectively. Carbon atoms of the

eterocycle resonate at lower fields: 65.5 and 121.5 ppm (4 and
, respectively). So, NMR data showed that the functionalisation
rocess occurs mainly by the bonding of the thiol group with 3-
chloropropyl)-trimethoxysilane, previously fixed on the silica
atrix. This fact was proved since CH2–S bonds were observed

n the NMR 13C spectra in solid state.

.2. Differential pulse anodic stripping voltammetry
DPASV)

DPASV of 3.00 × 10−5 mol L−1 Pb(II), Cu(II) and Hg(II)
ach solutions in 0.1 mol L−1 phosphate solution pH 3.0, showed
hree anodic peaks at −0.48 (Pb2+), −0.03 (Cu2+) and +0.36 V
Hg2+) versus SCE. Parameters, such as accumulation potential
Fig. 2. 13C NMR spectrum of BTPSBA in deuterated chloroform.
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Fig. 3 presents the differential pulse anodic stripping voltam-
mograms obtained with unmodified carbon paste electrode,
SBA-15 silica and organofunctionalised SBA-15 silica modi-
fied carbon paste electrodes in 0.10 mol L−1 phosphate solution

Fig. 3. Differential pulse anodic stripping voltammograms obtained at 25.0 ◦C,
scan rate of 25 mV s−1 and pulse amplitude of 100 mV for (a) BTPSBA–MCPE
in the presence only the 0.10 mol L−1 phosphate solution pH 3.0, (b) unmodi-
8 I. Cesarino et al. / T

.2.1. Effect of scan rate and pulse amplitude
The anodic peak currents for lead, copper and mercury in

PASV were evaluated as a function of the scan rate between
and 50 mV s−1 and pulse amplitudes from 15 to 100 mV.

or this purpose pre-concentration of Pb(II), Cu(II) and Hg(II)
rom a 3.00 × 10−5 mol L−1 solutions in 0.1 mol L−1 phos-
hate solution pH 3.0 were performed for 15 s and a carbon
aste composition of 15% (w/w) modified SBA-15 silica, 60%
w/w) graphite and 25% (w/w) mineral oil [13]. The scan rate
f 25 mV s−1 was chosen because it presented higher anodic
eak currents for Pb(II) and Cu(II). The scan rate of 5 mV s−1

resented higher anodic peak current for Hg(II), however the
ifference in relation the scan rate of 25 mV s−1 was not signi-
cative. Thus, a scan rate of 25 mV s−1 was employed in next
xperiments.

The peak current increased in higher pulse amplitude up to
00 mV.

.2.2. Effect of accumulation potential
Accumulation potentials between −1.30 and −0.70 V were

nvestigated, under the same conditions as above. Then Pb(0),
u(0) and Hg(0) were oxidised by differential pulse voltamme-

ry at 25 mV s−1 and pulse amplitude of 100 mV. It was observed
hat for an accumulation potential at −0.70 V, a decrease in the
nodic peak current occurs caused by an inefficient reduction of
b(II) to Pb(0) at the electrode surface. In −1.30 and −0.80 V

nterval higher anodic peak current for Pb(II) was observed in
0.80 V. Thus, −0.80 V was chosen as the accumulation poten-

ial in further studies.

.2.3. Effect of pre-concentration time
The dependence of anodic peak currents with the pre-

oncentration time for 3.00 × 10−5 mol L−1 Pb(II), Cu(II)
nd Hg(II) were also investigated. The anodic peak currents
ncreased with the increasing in the pre-concentration time
etween 0 and 180 s above which it became practically constant
ue to the surface saturation [31]. Hence, for all subsequent
easurements pre-concentration time of 180 s was employed.

.2.4. Electrode composition effect
The effect of the carbon paste composition in the voltam-

etric response of the electrode modified with BTPSBA was
valuated by DPASV of 3.00 × 10−5 mol L−1 Pb(II), Cu(II) and
g(II) in 0.1 mol L−1 phosphate solution pH 3.0 in the optimised

onditions described above. The anodic peak currents for Pb(II)
nd Cu(II) increased with the amount of organofunctionalised
BA-15 silica in the paste up to 15% (w/w). The anodic peak
urrents for Pb(II) and Cu(II) decreased significantly when more
han 15% (modified silica, w/w) is used in the electrode prepa-
ation. For Hg(II), the anodic peak current was nearly constant
ntil 20% and decreased when more than 20% (modified silica,
/w) is used in the electrode preparation. This probably occurs

ue to a decrease in the conductive area at the electrode surface.
ccording to these results a carbon paste composition of 15%

w/w) modified SBA-15 silica, 60% (w/w) graphite and 25%
w/w) mineral oil was used in further experiments.

fi
(
H
C
l

a 75 (2008) 15–21

.2.5. Effect of supporting electrolyte and pH
The voltammetric behaviour was examined in different

upporting electrolytes as 0.10 mol L−1 sodium hydrogen phos-
hate, 0.10 mol L−1 sodium acetate, 0.10 mol L−1 potassium
hloride, 0.10 mol L−1 potassium nitrate and 0.10 mol L−1

odium perchlorate solution with pH adjusted to 2.0, 3.0, 4.0,
.0 and 6.0. Voltammetric peaks were observed in all these elec-
rolytes, however, in phosphate solution the anodic peak currents
ere higher and better defined peak shapes were observed for
b(II) and Cu(II). For Hg(II), in acetate solution it was observed
igher anodic peak current, although in this electrolyte presented
ower anodic peak currents for Pb(II) and Cu(II) were observed.
hus, phosphate solution was employed in next experiments.

The effect of pH on the voltammetric response of the car-
on paste electrode modified with organofunctionalised SBA-15
ilica was studied in a pH range between 2.0 and 6.0 in a solu-
ion containing 3.00 × 10−5 mol L−1 Pb(II), Cu(II) and Hg(II)
n 0.1 mol L−1 phosphate solution. The anodic peak current for
b(II) increased as the pH is changed from 2.0 to 3.0, reach-

ng a maximum at the last. In the pH range 4.0–6.0 the current
ecreased. For Cu(II), the anodic peak current increased in the
H range 2.0–4.0, thus the maximum anodic peak was observed
t pH 4.0. For Hg(II), the anodic peak current was nearly con-
tant as the pH is changed from 2.0 to 3.0 and decreased in the
H range 4.0–6.0. Therefore, 0.1 mol L−1 phosphate solution
H 3.0 was used in the further studies.

.3. Comparison of voltammetric behaviour of Pb(II),
u(II) and Hg(II) on carbon paste electrodes
ed electrode in the presence of 3.00 × 10−5 mol L−1 Pb(II), Cu(II) and Hg(II),
c) SBA-15–MCPE in the presence of 3.00 × 10−5 mol L−1 Pb(II), Cu(II) and
g(II) and (d) BTPSBA–MCPE in the presence of 3.00 × 10−5 mol L−1 Pb(II),
u(II) and Hg(II). Potential interval −0.80 to +0.60 V (vs. SCE) and accumu-

ation time 180 s.
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F and differential pulse anodic voltammograms for: (a) 2.00; (b) 3.00; (c) 5.00; (d)
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Table 1
Optimum parameters for simultaneous determination of lead, copper and mer-
cury using the carbon paste electrode modified with organofunctionalised
SBA-15 silica with 2-benzothiazolethiol in differential pulse anodic stripping
voltammetry

Parameter Optimised value

Scan rate 25 mV s−1

Pulse amplitude 100 mV
Accumulation potential −0.8 V (vs. SCE)
Pre-concentration time 180 s
Electrode composition 15% (w/w) modified SBA-15 silica, 60%

S
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ig. 4. Analytical curves obtained under the conditions describe in Table 1
.00 �mol L−1 Pb(II), Cu(II) and Hg(II).

H 3.0. No peaks were observed in the potential range −0.80
o +0.60 V (versus SCE) in the phosphate solution at the
TPSBA–MCPE (curve a) in the absence of Pb(II), Cu(II) and
g(II).
However, when the accumulation process was carried out for

80s at −0.8 V in a solution containing 3.00 × 10−5 mol L−1

b(II), Cu(II) and Hg(II), at the unmodified carbon paste elec-
rode (curve b), peaks appeared on the voltammograms at

0.60 V (Pb2+), +0.07 V (Cu2+) and +0.46 V (Hg2+) versus
CE.

The same solution exhibits peaks at −0.50 V (Pb2+), −0.03 V
Cu2+) and +0.38 V (Hg2+) versus SCE when the SBA-
5–MCPE (curve c) is used. At the BTPSBA–MCPE (curve d)
he oxidation peak appears at −0.48 V (Pb2+), −0.03 V (Cu2+)
nd +0.36 V (Hg2+) versus SCE, with higher intensity of the
nodic currents in comparison to that observed at another elec-
rodes. The increase in anodic currents at the modified electrode
emonstrates that the BTPSBA plays an important role in the
ccumulation process of Pb(II), Cu(II) and Hg(II) on the elec-
rode surface with some advantages in sensitivity.

As the ligand presents stronger interaction with Pb2+ ions [32]
he sensitivity for this cation is much higher than that observed
or Cu2+ and Hg2+.

.4. Analytical curves, precision, detection limits and
ecovery in phosphate solutions

Analytical curves for Pb(II), Cu(II) and Hg(II) are pre-
ented in Fig. 4 under the set of optimum conditions
esumed in Table 1. Using such parameters, analyti-
al curves were linear in the concentration ranges of
.00–70.0 × 10−7 mol L−1 (Pb2+), 8.00–100.0 × 10−7 mol L−1

Cu2+) and 2.00–10.0 × 10−6 mol L−1 (Hg2+). Detection lim-
ts of 4.0 × 10−8 mol L−1 (Pb2+), 2.0 × 10−7 mol L−1 (Cu2+)
nd 4.0 × 10−7 mol L−1(Hg2+) were obtained at the signal noise
atio (SNR) of 3 [33]. The linear regression equations are:

−6 2+

pa = −2.24 × 10 + 17.1[Pb ]; r = 0.996; n = 7 (1)

pa = 8.30 × 10−6 + 4.23[Cu2+]; r = 0.998; n = 6 (2)

pa = 9.19 × 10−6 + 4.92[Hg2+]; r = 0.999; n = 5 (3)

M
s
t
i

(w/w) graphite and 25% (w/w) mineral oil
upporting electrolyte and pH 0.10 mol L−1 phosphate solution and pH 3.0

The present electrode can be used without resurfacing or acti-
ation between successive determinations and with a relatively
ow pre-concentration time, when compared with other methods.

Again is possible to observe the sensitivity for lead, copper
nd mercury in the decreasing order. The limits of detection are
ow enough to determine Cu2+ and Pb2+ under the maximum
dmitted by the Brazilian Law in both well water and cachaça
amples. The LOD for mercury is higher than that allowed for
atural waters.

.5. Interferences

The influence of Zn(II), Co(II), Cd(II) and Mn(II) in the
b(II), Cu(II) and Hg(II) anodic peak currents have been evalu-
ted and the results are presented in Table 2. All the interferants
ncreased the lead signal. Cd(II) at lower concentration and
n(II) provoked an increase in copper signal. On the other
and higher cadmium amounts as well as cobalt and manganese
iminished the copper signal. The mercury signal diminished in
he presence of Zn(II) and Co(II) and increased in the presence of
d(II) and Mn(II). These effects should be related with the inter-
ctions of the metal ions with the silica modifier. The changes
n the behaviour of Cu2+ in the presence of different Cd2+ and
n2+ concentrations, could be explained by the facilitate depo-
ition of the analite in the presence of low concentrations of
he interferant and a competition by the active sites in higher
nterferant amounts.
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Table 2
Effect of some divalent cations in the Pb(II), Cu(II) and Hg(II) recovery of 5 �mol L−1 of each cation in phosphate solution, pH 3.0; under the optimised DPASV
conditions

Interferant Concentration (�mol L−1) Recovery of Pb(II) (%) Recovery of Cu(II) (%) Recovery of Hg(II) (%)

Zn2+ 2.5 115.9 132.4 84.2
5.0 218.8 156.6 72.8

10.0 271.3 154.3 87.9

Co2+ 2.5 115.7 85.3 88.6
5.0 147.0 76.5 85.0

10.0 156.5 81.8 93.5

Cd2+ 2.5 146.9 113.3 127.7
5.0 202.3 90.9 156.6

10.0 236.5 90.5 139.3

Mn2+ 2.5 118.0 86.2 124.9
5.0 158.2 77.5 128.7

10.0 178.6 70.5 121.2

Table 3
Results for the simultaneous determination of lead, copper and mercury in water samplea by DPASV proposed method and AAS, ICP-OES procedure

Repetition Pb2+ (�mol L−1) Relative errors (%) Cu2+ (�mol L−1) Relative errors (%) Hg2+ (�mol L−1) Relative errors (%)

DPASV AAS |E1|b |E2|c DPASV AAS |E1|b |E2|c DPASV ICP-OES |E1|b |E2|d

1 1.95 2.5 8.5 2.01 0.5 6.5 2.06 3.0 4.0
2 2.07 2.13 3.5 2.8 1.96 2.15 2.0 8.8 2.08 1.98 4.0 5.1
3 2.02 1.0 5.2 2.07 3.5 3.7 1.85 7.5 6.6
4 1.96 2.0 8.0 1.91 4.5 11.2 1.99 0.5 0.5

Mean ± S.D. 2.00 ± 0.06 1.99 ± 0.07 2.00 ± 0.10

a Added value for lead(II), copper(II) and mercury(II): 2 �mol L−1.
b
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E1: DPASV vs. added (DPASV-added/added) × 100%.
c E2: DPASV vs. AAS (DPASV–AAS/AAS) × 100%.
d E2: DPASV vs. ICP-OES (DPASV–ICP-OES/ICP-OES) × 100%.

This means that all the cations evaluated interfered positive
r negatively in the response of Pb2+, Cu2+ and Hg2+. However,
n the matrixes analysed, well water and cachaça Sant′Antonio,
he standard addition procedure allowed to a successful simul-
aneous determination of the analytes as described bellow.
.6. Analysis of lead, copper and mercury in well water

The proposed electrode was applied for DPASV determina-
ion of Pb(II), Cu(II) and Hg(II) spiked in a well water sample.

a
b
c
t

able 4
esults for the simultaneous determination of lead, copper and mercury in cachaça s

epetition Pb2+ (�mol L−1) Relative errors (%) Cu2+ (�mol L−1)

DPASV AAS |E1|b |E2|c DPASV AA

5.3 1.9 0 59.3
4.9 5.3 5.7 7.5 64.1 62.4
5.1 1.9 3.8 64.1

ean ± S.D. 5.1 ± 0.2 62.5 ± 2.8

a Added value for lead(II) and mercury(II): 5.2 �mol L−1.
b E1: DPASV vs. added (DPASV–added/added) × 100%.
c E2: DPASV vs. AAS (DPASV–AAS/AAS) × 100%.
d E2: DPASV vs. ICP-OES (DPASV–ICP-OES/ICP-OES) × 100%.
he results obtained using the standard addition method are
resented in Table 3. Recoveries between 91.5 and 104.0% of
b(II), 97.0 and 109.0% of Cu(II) and 95.5 and 102.7% of Hg(II)
rom well water samples (n = 3) were obtained, for 0.99, 2.00,
.99 �mol L−1 of Pb(II), Cu(II) and Hg(II) spiked to each sam-
le. There were no significant differences between the calculated

nd added concentrations, indicating that BTPSBA–MCPE can
e used for simultaneous determination of lead, copper and mer-
ury in water samples, under the optimised conditions and using
he standard addition approach.

amplea by DPASV proposed method and AAS, ICP-OES procedure

Relative errors (%) Hg2+ (�mol L−1) Relative errors (%)

S |E2|c DPASV ICP-OES |E1|b |E2|d

5.0 5.0 3.8 2.0
2.7 5.3 4.9 1.9 8.2
2.7 5.0 3.8 2.0

5.1 ± 0.2
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.7. Analysis of lead, copper and mercury in sugar cane
pirit (cachaça)

The proposed electrode was applied in the DPASV determi-
ation of lead and mercury spiked in cachaça sample. These
ations were not present in detectable concentration in the
riginal sample, however the Cu(II) content in the cachaça
as previously determined by AAS as being 3.97 mg L−1

62.4 �mol L−1). This analysis was performed at “Laboratório
ara o Desenvolvimento da Quı́mica de Aguardente” do
QSC/USP.

The results obtained using the standard addition method are
resented in Table 4. Recoveries between 94.0 and 102.4% of
b(II), 94.5 and 102.0% of Cu(II) and 93.0 and 105.0% of
g(II) from cachaça samples (n = 3) were obtained, for 2.00,
.92, 5.77 �mol L−1 of Pb(II), Cu(II) and Hg(II) added to each
ample. So, BTPSBA–MCPE can be used for simultaneous
etermination of lead, copper and mercury in cachaça samples,
nder the optimised conditions and using the standard addition
pproach.

. Conclusion

The use of the organofunctionalised SBA-15 silica with
-benzothiazolethiol in the preparation of modified carbon
aste electrodes showed to be an interesting alternative in the
imultaneous determination of lead, copper and mercury in
achaça and in natural water samples. The linear ranges of
.00–70.0 × 10−7 mol L−1 (Pb2+), 8.00–100.0 × 10−7 mol L−1

Cu2+) and 2.00–10.0 × 10−6 mol L−1 (Hg2+) are extended and
ower detection limits inrelation to potentiometric methods were
bserved [34,35]. These figures are similar to those reported
y other authors using stripping voltammetry [22,36]. Several
rocedures have been proposed for determination of lead, cop-
er and mercury with lower detection limits, however, these
rocedures used long deposition times [37,38]. Even so, the con-
iderable sensitivity and selectivity towards lead(II), copper(II)
nd mercury(II) can be useful for routine analysis. Long-term
tability was also obtained since one single electrode was used
uring the all experimental work described here.

The interference of some other cations seems to be minimised
y using standard addition procedures.
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bstract

Membrane proteins possess significant hydrophobic domains and are likely to deplete their native activity immobilized on the solid surface relative
o those occurring in a membrane environment. To investigate an efficient immobilization method, calix[4]crown-ether monolayer as an artificial
rotein linker system was constructed on the gold surface and characterized by Fourier transform infrared reflection absorption spectroscopy
FTIR-RAS), atomic force microscopy (AFM) and cyclic voltammetry (CV). Integrin �v�3 was functionally immobilized onto the monolayer and
he integrin–vitronectin interaction was investigated by surface plasmon resonance (SPR). It was found that calix[4]crown-ether was assembled as
monolayer on the gold surface. Orientation and accessibility of integrin �v�3 was assessed by sensitive binding of its natural ligand, vitronectin at

g mL−1 level. Moreover, surface coverage of integrin layer and thickness calculated through SPR curve simulation verified that integrin layer was
monolayer in activated form. In combination with the SPR method, this calix[4]crown monolayer provided a reliable and simple experimental
latform for the investigation of isolated membrane proteins under experimental conditions resembling those of their native properties.

2007 Elsevier B.V. All rights reserved.
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eywords: Membrane protein; Calixarene crownether; Self-assembled monola

. Introduction

Investigations on various interactions of membrane receptors
MR) are of special importance not only to academic research,
ut also to the pharmaceutical industry since half of the best-
elling drugs are targeted to a MR [1]. Integrin is one group of
ain MR proteins and it is known that the integrin mediates

ell adhesion and continuous adaptation between cells and the
urrounding major extracellular matrix (ECM) in many phys-
ological processes including tumor cell adhesion, migration,
nd proliferation [2–6]. The membrane proteins readily lose

heir activity when they are separated from their physiologi-
al state. The investigation of native activity of immobilized
embrane proteins is quite crucial for the fabrication of efficient

∗ Corresponding author. Tel.: +82 55 350 5294; fax: +82 55 350 5653.
E-mail address: koh@pusan.ac.kr (K. Koh).

b
i
h
c
i
c
i

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.045
AM); Integrin; Vitronectin; Surface plasmon resonance (SPR)

igh-throughput biological sensing devices [7–9]. However, less
ptical and electrical analysis methodologies have been devel-
ped due to the requirement of delicate preparation of integrins
s biological sensing receptors even though the protein chip fab-
ication of dexterous integrin receptor would be very efficient in
he investigation of integrin related disorders.

A calixarene derivative has a unique surface chemistry, which
orms a self-assembled monolayer (SAM) on the gold surface
nd allows tight binding of capture proteins to the crown moi-
ty of the linker molecules. The major binding force could be
ttributed to the ionized amine groups of capture proteins, which
ind to the crown moiety of the linker molecule via host–guest
nteractions [10,11]. Also, hydrophobic interactions between
ydrophobic residues of a protein and methoxy groups of the

alix[4]crown-ether molecule may also be involved in protein
mmobilization. It could preserve the random orientation of
apture proteins, keep the native composition of proteins and
mprove the accessibility for interaction proteins [12]. Recently,
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novel method based on SPR, immobilization by calixarene
erivative monolayers on noble metals have been utilized to
ontrol bio-molecular density and native activity of capture pro-
eins on solid surface and to obtain better reproducibility [13].
he approaches of protein immobilization on solid surfaces have

mproved controlled interracial architectures compared to that
btained with physisorption techniques. The SPR technique and
areful construction of appropriate SAM are very useful meth-
ds to the development of more efficient biosensing interface.

Our research purpose here is to prepare a novel vitronectin
ssay by an advanced and simple optical system in order to
btain high sensitive and selective sensors. To approach the
oal, we employed a SPR system with an artificial linker sys-
em in order to keep the native activity of immobilized receptor
roteins. Self-assembly technique was utilized to construct a
ell-characterized linker layer and then, the monolayer for-
ation process was investigated with SPR spectroscopy. The

haracterization of calixarene SAM was monitored by FT-
nfrared reflection absorption spectroscopy (FTIR-RAS), atomic
orce microscopy (AFM) image, and electrochemical analysis.
mmobilization of integrin �v�3 as a sample of integrin proteins
n the calixarene monolayer was measured. The surface con-
entration of integrin �v�3 on the monolayer was calculated by
imulation of experimental SPR data. In addition, specific bind-
ng with its natural ligand vitronectin was observed to evaluate
ts application potential to integrin chip based on SPR.

. Experimental details

.1. Chemicals and reagents

ProLinkerTM, one of calix[4]arene derivatives with crown-
ther moiety, was purchased from Proteogen (Seoul, Korea)
nd used as a linker system for the immobilization of protein
Scheme 1(a)). Vitronectin and integrin �v�3 were purchased
rom Chemincon (CA, Temecula, USA). Integrin solution was
repared and used at the concentration of 0.1 mg mL−1 in PBS
uffer solution. For studying protein interaction on ProLinkerTM

urface, vitronectin was used as a target protein against integrin

nd BSA was used to block the nonspecific binding. Protein
olution contained 1 mM MgCl2 and 0.1 mM CaCl2. Octyl-
-d-glucopyranoside, PBS solution (10×), and other reagents
ere obtained from Sigma Chemicals (St. Louis, MO). Milli-Q

m

d

Scheme 1. Schematic diagrams of (a) molecular structure o
75 (2008) 99–103

rade (18.2 m� cm−1) water was used for the preparation of the
ample and buffer solutions.

.2. Formation and characterization of ProLinkerTM SAM

A microscope cover glass (18 mm × 18 mm × 0.15 mm, with
refractive index of 1.515, Matsunami, Japan) with gold layer
as used as a substrate for the formation of ProLinkerTM SAM.
he gold film (thickness ≈ 50 nm) was deposited on the cover
lass by the sputter coating system (E5000, Polaron Co., UK)
nder conditions of 2.0 × 10−2 mbar and 20 mA for 135 s. The
puttered Au substrate was rinsed using distilled water, methanol
nd acetone, sequentially. Then, the gold chip was dried in a
itrogen stream softly and ready to use.

The calix[4]crown solution was prepared by the mixture of
hloroform and methanol. Their volume ratio was 1:100 (v:v).
he SAM was formed by immersion of the gold chip into

he 0.1 mM calix[4]crown solution. The immobilization process
as monitored by SPR spectroscopy. After immobilization, the

ensor chip was rinsed with chloroform–methanol mixture solu-
ion (1:100, v:v), methanol for 15 min and then dried under N2
tream. The calix[4]crown SAM was carefully characterized by
TIR-RAS, AFM and CV.

The FTIR-RAS spectra (Magma-IR TM 550, Nicolet, USA)
ere measured with a resolution of 2 cm−1. The glazing angle
as maintained at 80◦ and a p-polarized IR beam was utilized as

he light source. AFM images (SPM-LS, Park Scientific Instru-
ents, USA) were collected by the non-contact tapping mode.
he silicon nitride cantilevers had a nominal spring constant
f about 0.067 N m−1. The scanning parameters were adjusted
o provide clear images, revealing the effects of SAM on the
eposited gold surface. CV measurements were performed on
BAS-100B electrochemical analyzer (Bioanalytical Systems

nc., USA). The three electrode system consisted of an Ag/AgCl
eference electrode with a filling solution of saturated KCl,
latinum coil as the auxiliary electrode and gold as a working
lectrode with a scan rate 50 mV s−1.

.3. Immobilization of integrin αvβ3 on the ProLinkerTM
onolayer and vitronectin binding assay

A home-made SPR system was utilized based on the tra-
itional Kretschmann configuration, which was described on

f ProLinkerTM and (b) the sensor chip configuration.
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ur previous work [13,14]. The sensor chip configuration was
hown in Scheme 1(b). The ProLinkerTM modified gold chip
as rinsed firstly by PBS solution. Then, 0.1 mg mL−1 inte-
rin �v�3 (containing 1 mM MgCl2, 0.1 mM CaCl2 and 10 mM
ctyl-�-d-glucopyranoside) was injected into the cell and incu-
ated for 3 h, followed by rinsing with PBS solution to remove
eversible bound integrin. After immobilized with integrin, the
hip was immersed with 3% BSA in PBS solution for 1 h to
lock the nonspecific binding sites. Finally, thirteen various vit-
onectin solutions in a concentration range of 1–1000 pg mL−1

as injected into the cell from lower one to higher one for 1 h
nd followed by rinsing with PBS.

.4. Integrin surface concentration calculation

The surface concentration of immobilized protein was cal-
ulated according to a previously reported method [15]. The
ptical parameters that required calculating the surface concen-
ration were determined by simulation with experimental SPR
ata. The surface concentration of immobilized protein on the
urface was calculated by following equation:

= 3d
(n2 − n2

b)

(n2 + 2)(r(n2
b + 2) − v(n2

b − 1))
(1)

here Γ and d are the surface concentration of the adsorbed

olecules and the thickness of the adsorbed layer, respec-

ively. nb and n are the refractive index of the buffer solution
nd of the adsorbed layer, respectively. r and v are the spe-
ific refractivity of global protein (0.243 mL g−1) and the

i
m
t
f

ig. 1. Characterization of ProLinkerTM SAM: (a) FTIR-RAS spectra; (b) CV recor
FM images of bare gold (c) and ProLinkerTM SAM (d).
75 (2008) 99–103 101

artial specific volume of protein deposited on the linker layer
0.729 mL g−1) [16,17].

. Results and discussion

.1. Characterization of ProLinkerTM SAM

ProLinkerTM possessing crown-ether moiety acts as a host
avity for amine groups of protein surface. The previous reports
10,11] demonstrated that ProLinkerTM locked up protein
olecules tightly and its self-assembled monolayer was a very

fficient molecular linker system for immobilization of protein
nto substrate surface without any loss of activity. To construct
n integrin chip on solid substrate, we prepared ProLinkerTM

urface onto gold-coated cover glass. In the Fig. 1(a), we con-
rmed the typical FTIR-RAS spectra of ProLinkerTM SAM on
old surface. In particular, ν(sp2 C–O) stretching at 1209 cm−1

onfirmed the appearance of crown-ether group on the gold
urface.

The properties of the electrode modified with ProLinkerTM

AM can be estimated by submitting the electrode to reduc-
ive desorption experiments. Fig. 1(b) shows the reductive
esorption peak of ProLinkerTM SAM on the gold electrode.
his peak has been attributed to the reductive desorption
f thiolated compounds that are chemisorbed on the gold.
ssuming that all thiolated compounds are reduced/oxidized
n the CV experiments, the surface coverage can be deter-
ined from CV measurements [18]. After accounting for

he surface roughness of the gold electrode, The sur-
ace coverage of calix[4]crown SAM was calculated to be

ded for the reduction of ProLinkerTM on the gold electrode in 0.5 M KOH and
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ig. 2. The sensogram of integrin �v�3 receptor protein chip immobilization
rocesses.

.209 × 10−10 mol cm−2, which was consistent with the the-
retical monolayer value (6.002 × 10−10 mol cm−2) from CS
hemdrawTM (Cambridgesoft Co., USA).

The AFM images showed the surface geometry of bare gold
nd ProLinkerTM modified gold surface (Fig. 1(c) and (d)).
are gold surface showed relatively large size domain, whereas
roLinkerTM surface had a remarkably smooth and densely uni-
orm surface characteristics compared with bare gold surface.
hese increases of smoothness and uniformity on ProLinkerTM

odified surface were caused by the formation of self-assembled
onolayer of ProLinkerTM molecules. These results suggested

hat the self-assembled ProLinkerTM monolayer can provide
avorable condition for promoting detection resolution of protein
olecular interaction.
Combining FTIR-RAS, AFM and CV results, it was clear

hat ProLinkerTM was immobilized as a densely monolayer.
he engineered construction of artificial protein linker on

he gold surface was ready to fabricate integrin protein
hip.

.2. Immobilization of integrin αvβ3 onto ProLinkerTM

AM
Immobilization of integrin �v�3 onto ProLinkerTM SAM
as monitored by SPR and was depicted in Fig. 2. As the

dsorbed integrin �v�3 molecule increased on the chip surface,

i
P
g
t

able 1
urface concentration of the immobilized proteins and optical parameters determined

ayer Optical parameters

n k

u 0.280 3.6

roLinkerTM SAM 1.350 0.2
ntegrin 1.390 0.006
itronectin 1.391 0.012

ote: n, k, d denote refractive index, extinction coefficient, geometrical thickness (
ndependent samples.
75 (2008) 99–103

PR angle were gradually increased and saturated within 3 h.
mmobilization of integrin �v�3 resulted in shift of the SPR
ngle 1.3◦. However, for BSA blocking, no alteration of angle
hift was observed. Assuming that protein layer composed of
ntegrin and BSA, it was shown that integrin was constructed
n the ProLinkerTM SAM in a dense state due to the artificial
onstructed linker layer.

To calculate the protein surface concentration, the optical
arameters were required by simulation with experimental SPR
ata [19]. The optical parameters and protein surface con-
entration were shown in Table 1. The ProLinkerTM SAM
imension of 1.19 nm was in agreement with the simple molec-
lar 3D analysis results. Immobilization of the integrin �v�3
roduced a diffuse layer with the thickness of 17.8 nm on the
roLinkerTM SAM. The integrin �v�3 surface concentration
as 416 ng cm−2 calculated from optical parameters accord-

ng to Eq. (1). In the previous works on the structure of
ntegrin, it was reported that integrin �v�3 formed a prolate
pheroid shape and the single molecular dimension of integrin
as either 10 nm (inactivated form) or 20 nm (activated form)

long major axes [20,21]. Moreover, the theoretical surface
oncentration was 400 ng cm−2 using the crystal dimensions
12 nm × 8 nm × 20 nm) [21]. Based on these results, it can be
oncluded that integrin �v�3 was immobilized as a single molec-
lar monolayer on the ProLinkerTM surface in the activated
orm.

.3. Vitronectin binding assay

To confirm the efficiency of integrin immobilized on
roLinkerTM system, the integrin �v�3 receptor protein chip was

hen incubated with various vitronectin solutions with 13 dif-
erent concentrations ranging from 1.0 × 10−3 to 1.0 ng mL−1.
fter rinsing with the PBS buffer, SPR analysis was carried
ut at each concentration. Fig. 3 showed the various con-
entration of vitronectin that was bound to the corresponding
ntegrin chip. As the vitronectin concentration increased, the
PR angle of the integrin chip was gradually shift to the right.
etection limit of vitronectin was observed at a concentra-

ion of 1.0 × 10−2 ng mL−1. These data confirmed that the

ntegrin–vitronectin interaction occurred on the surface of the
roLinkerTM SAM without any functional changes of the inte-
rin receptor molecule. Taken together, these data suggested that
he ability to make membrane protein chip on ProLinkerTM sur-

by theoretical simulation, r2 = 0.98

Surface concentration

d

49

1.19 2.209 × 10−10 ± 0.23 × 10−10 mol cm−2

17.80 416 ± 5 ng cm−2

5.20 79 ± 3 ng cm−2

nm), respectively. The surface concentration data are means ± S.D. for three
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Fig. 3. Dose–response curve of integrin �v�3 receptor protein chip represented
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ace with accurately engineered feature, size and shape should
ncrease the capabilities of studying fundamental interactions
etween protein and solid surfaces.

. Conclusions

We have generated a simple assay system for study-
ng the interaction of integrin �v�3 with its ligand on a
alix[4]crown-ether monolayer based on SPR spectroscopy.
alix[4]crown-ether was immobilized on the gold surface and
haracterized by FTIR-RAS, AFM and CV. The integrin layer
as immobilized on the calix[4]crown surface and found to
e as a monolayer in an active form. The detection of inte-
rin and vitronectin interaction at the very low concentration
pg mL−1 level) is accessible based on SPR detection system.

his approach provides an efficient method for immobilization
f membrane receptor proteins on the gold substrate without
equiring additional modification processes for coupling capture
roteins to calix[4]crown-ether monolayer.
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[
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bstract

A multi-wall carbon nanotubes (MWNTs)/Nafion modified glassy carbon electrode (GCE) was fabricated for the rapid amperometric detection
f coliforms, represented by Escherichia coli (E. coli). In the bacterial solution, �-galactosidase which was used as an indicator of coliforms reacted
ith substrate, p-aminophenol-�-galactopyranoside (PAPG), and produced p-aminophenol (PAP). PAP was detected by MWNTs/Nafion modified
CE. Due to the cation-exchange capacity of Nafion and the electrocatalytic ability of MWNTs, the detection sensitivity of PAP was improved
nd the detection time of coliforms was shortened. The bacterial can be detected within 5 h ranging from 10 to 104 cfu/mL. The MWNTs/Nafion
odified GCE was easy to be constructed and regenerated. To our best knowledge, it was the first time to use MWNTs/Nafion modified GCE to

etect the concentration of coliforms.
2007 Published by Elsevier B.V.
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. Introduction

Coliforms and Escherichia coli (E. coli) which are found
n large numbers among the intestinal of humans and other
arm-blooded animals spread abroad in natural environment

nd are commonly used as indicators of fecal contamination of
quatic systems. They may cause bloody diarrhea, hemorrhagic
olitis, renal failure and meningitis [1,2]. During 1993–1997,
mong the reported outbreaks of foodborne illness in the United
tates, bacterial pathogens caused the largest percentage of
utbreaks (about 75%) [3]. Salmonella sp., Listeria monocyto-
enes and E. coli accounted for the largest number of outbreaks
nd deaths. Conventional microbiological detection of coliforms
ncludes plate counting, multiple-tube fermentation and mem-
rane filter technique relying on the culture-based assays [4].

lthough these methods are accurate, they have the drawbacks of

ong incubation time (24–48 h), lack of specificity and complex
peration. Therefore, rapid and sensitive detection methods are

∗ Corresponding author. Tel.: +86 21 62232627; fax: +86 21 62232627.
E-mail address: ltjin@chem.ecnu.edu.cn (L. Jin).
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n; �-Galactosidase; p-Aminophenol

ssential for minimizing the outbreak of infection, surveillance,
nd sanitary supervision.

The �-galactosidase is widely used as an indicator for total
oliforms. When the coliforms are induced by isopropyl-�-d-
hiogalactopyranoside (IPTG), the activity of �-galactosidase is
t least 100 times higher than that of non-coliforms [5]. Thus,
he interference from nontarget galactosidase-positive bacteria
s low and insignificant except that they are present in high con-
entration. A number of optical assays have been developed
o detect the coliforms and E. coli based on the activity of
-galactosidase [6–10]. A colorimetric method was developed

or the detection of coliforms in sewage using o-nitrophenyl-
-d-galactopyranoside as a substrate [6]. The absorbance of
-nitrophenol produced by the reaction of �-galactosidase and
ubstrate was proportional to the concentration of coliforms.

athew and Alocilja developed a chemiluminescence-based
ssay for the rapid detection of E. coli based on the reaction of �-
alactosidase with a phenylgalactosidase-substituted dioxetane

ubstrate [10]. Light emitted from the reaction was measured by
luminometer and the data correlated to the concentration of
. coli. Although these methods have been shown to be suitable
lternatives to the classic techniques, they have disadvantages



1 anta 7

o
l

m
g
[
t
r
w
t
i
fi
4
b
a
[

i
o
s
e
o
s
p
F
a
e
[
w
r
d
t
�
m
t
s
s
s

2

2

i
d
d
f
b
1
L
a
R
f
(
t
s

2

1
S
a
w
g

2
m

n
t
t
b
M
u
s

(
c
a
i
a
e
i
p

2

a
s
c
t
0
o
p

t
s
p
w
c
a

2

p
s

68 Y. Cheng et al. / Tal

f expensive reagents, long incubation time and high detection
imit.

Several amperometric sensors based on various electrode
aterials such as indium tin oxide (ITO), glassy carbon and

raphite have been applied to detect coliforms and E. coli
11–16]. The amperometric sensors showed favorable ability
o determine the electroactive substances produced in the bacte-
ial solution. A graphite–Teflon–tyrosinase composite electrode
as fabricated to detect phenol produced by enzymatic reac-

ion in the bacterial solution, and the detection sensitivity was
mproved [15]. Zhang and coworkers developed a bismuth nano-
lm modified GCE in a flow injection system to detect the
-nitrophenol concentration that is proportional to the cell num-
ers of E. coli. The amperometric sensor was able to detect
s low as 1.0 × 102 cfu/mL with the detection time of ca. 3 h
16].

Carbon nanotubes (CNTs) have unique geometrical, mechan-
cal, electronic and chemical properties [17–19]. Such properties
f CNTs make them an attractive material of electroanaly-
is. Several studies have demonstrated that CNTs can strongly
nhance the electrocatalytic activity and minimize the fouling
n the surface of electrodes [20–22]. Nafion is a perfluoro-
ulfonated cation-exchanger polymer, and it can incorporate
ositively charged ions and reject the anionic species [23–25].
urthermore, Nafion has properties of exceptional chemical
nd thermal stability, which enable it to incorporate various
lectrocatalysts (such as CNTs or dyes) into the Nafion films
26,27]. In this study, a MWNTs/Nafion modified electrode
as fabricated for amperometric detection of coliforms, rep-

esented by E. coli (BL21). The method was based on the
etection of PAP that was released after the hydrolysis of
he substrate p-aminophenyl-�-d-galactopyranoside (PAPG) by
-galactosidase. MWNTs/Nafion modified GCE not only accu-
ulated the PAP into the Nafion film but also enhanced the

ransfer rate of electrons, thus evidently improving the detection
ensitivity of PAP. Because of these advantages, the detection
ensitivity of coliforms was increased and the detection time was
hortened.

. Experimental

.1. Chemicals

Nafion perfluorinated ion-exchange resin (5.0 wt% solution
n lower aliphatic alcochols/H2O mixture), p-aminophenyl-�-
-galactopyranoside, polymyxin B sulfate (POL), isopropyl-�-
-thiogalactopyranoside and lysozyme (LYS) were purchased
rom Sigma Company (St. Louis, MO, USA). Multi-walled car-
on nanotubes (purity more than 95%) with diameter between
0 and 30 nm were bought from Shenzhen Nanotech Port Co.,
td. (Shenzhen, China). Sodium chloride, phosphate disodium,
nd phosphoric acid were purchased from Shanghai Chemical
eagent Company (Shanghai, China). E. coli (BL21) was a gift
rom School of Life Sciences, East China Normal University
Shanghai, China). Luria broth medium contains 1.0% of tryp-
one, 0.5% of sodium chloride and 0.5% of yeast extract. All
olutions were prepared with doubly distilled water.

(

w
4

5 (2008) 167–171

.2. Apparatus

Electrochemical measurements were performed on a CHI
140 electrochemical analyzer (CH Instruments, Chenhua,
hanghai, China) with a three-electrode system consisting of
n Ag/AgCl/3.0 M KCl as the reference electrode, a platinum
ire electrode as the auxiliary electrode and a modified or bare
lassy carbon electrode (GCE) as the working electrode.

.3. Preparation of the Nafion and MWNTs/Nafion
odified GCE

Before use, the MWNTs was purified to remove graphitic
anoparticles, amorphous carbon, and catalyst impurities, and
hen functionalized with carboxylic acid groups according to
he literature [28]. A 1.0 wt% Nafion solution was prepared
y diluting the 5.0 wt% Nafion solution with ethanol. 5.0 mg
WNTs were added to 10 mL 1.0 wt% Nafion solution, and then

ltrasonicated for 3 h to form a homogeneous MWNTs/Nafion
olution.

The GCE was first mechanically polished with alumina paste
0.3 �m), and rinsed with doubly distilled water, and then further
leaned ultrasonically in 1.0 M HNO3, 1.0 M NaOH, acetone
nd doubly distilled water successively. MWNTs/Nafion mod-
fied GCE was prepared by dropping 9.0 �L suspension of
bove-mentioned MWNTs/Nafion, and allowed to evaporate
thanol at room temperature in the air. The Nafion film mod-
fied GCE was fabricated with the same procedure described
reviously, but without MWNTs.

.4. Bacteria cultivation

E. coli (BL21) cultures were grown overnight in LB medium
t 37 ◦C with aeration by shaking, which allowed the growing
tationary phase to be reached. For optimization of the detection
onditions, the stationary phase E. coli cultures were diluted
o 2.0 × 104 and 2.0 × 105 in 50 mL LB medium containing
.5 mM IPTG, and incubated for 3 h with aeration. The activity
f �-galactosidase was detected under different conditions after
ermeabilization.

For the detection of E. coli, the bacterial cultures were diluted
o concentrations of 10–104 cfu/mL in 1.0 L of sterile water. The
olution was filtered through 0.45 �m filter papers which were
laced into flasks containing 50 mL LB medium. Then IPTG
as added to the flasks to a final concentration of 0.5 mM. The

ultures were incubated at 37 ◦C with aeration and withdrawn
t 0.5 h intervals for the detection of galactosidase activity.

.5. Amperometric detection of E. coli

Prior to detection, the bacterial solution, which was sup-
lied with POL (10 �g/ml) and LYS (25 �g/ml), was vigorously
haked for 25 min at 30 ◦C, and then phosphate buffer solution

pH 6.0) was added.

The bacterial solution was put into electrochemical cell which
as placed in a thermostatic bath to keep the temperature at
5 ◦C. The bacterial solution was stirred at a constant rate and
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mperometric i–t curve was recorded at +250 mV. While back-
round current was stable, PAPG solution was added into the
lectrochemical cell to a final concentration of 2.0 mM. The
oncentration of PAP increased because of the hydrolysis of
APG by �-d-galactosidase. After 10 min enzymatic reaction,
he current response was recorded again.

.6. Plate count method

E. coli cultures grown at 37 ◦C overnight in LB medium were
erially diluted (10-fold steps) 107 times with LB medium, and
00 �L diluted solutions of E. coli were plated on LB agar plates.
fter incubation at 37 ◦C for 24 h, E. coli colonies on plates
ere counted to determine the number of colony-forming units
er milliliter. Glass apparatus, LB medium and doubly distilled
ater, which were used in this section, were sterilized at 121 ◦C

or 20 min.

. Results and discussion

.1. Electrochemical behaviors of PAP

The electrochemical behaviors of PAP on bare GCE, Nafion
oated GCE and MWNTs/Nafion modified GCE were investi-
ated by cyclic voltammetry (CV) with scanning potential from
0.30 to +0.60 V. The reaction of PAP on the electrode can be

escribed as follows (Scheme 1).
−4
As seen from Fig. 1, 1.0 × 10 mol/L PAP in pH 6.0 phos-

hate buffer solution, a pair of redox peak was observed at GCE.
hile the surface of GCE was coated with 9 �L 1.0% Nafion

lm, the peak current increased obviously. The concentration of

Scheme 1. Reaction equation of PAP on the electrode.

ig. 1. Cyclic voltammograms of 1.0 × 10-4 mol/L PAP in 0.02 mol/L, pH 6.0
hosphate buffer solution with scan rate of 100 mV/s at: GCE (a); Nafion mod-
fied GCE (b); MWNTs/Nafion modified GCE (c).
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AP on the surface of electrode was increased due to the elec-
rostatic attraction of the cationic form of PAP (pKb = 8.74) with
afion ion-exchange resin at pH of 6.0, thus the peak current
as enhanced. Moreover, the peak current at the GCE modified
ith MWNTs/Nafion was further increased, and the oxidation
eak potential shifted from +0.236 V at bare GCE to +0.213 V
t MWNT/Nafion modified GCE. The results indicated the elec-
rocatalytic activity of MWNTs toward PAP. The controlled
xperiments demonstrated that the MWNTs/Nafion film had the
bility to accumulate and electrocatalyze PAP.

.2. Effect of the amount of MWNTs/Nafion suspension on
CE surface

The effect of the amount of MWNTs/Nafion suspension
odified onto the GCE was investigated by differential pulse

oltammetry (DPV). The oxidation peak current of PAP
5.0 × 10−5 mol/L) increased as the volume of MWNTs/Nafion
uspension increased from 0 to 9.0 �L, then reached an approx-
mate plateau from 9.0 to 15.0 �L. It ascribed to that the active
ites for accumulation of PAP increased with the increment
f the amount of MWNTs/Nafion. However, the peak current
ecreased when the volume exceeded 15.0 �L because that the
ass transport and charge transfer rate may decrease when the
WNTs/Nafion film was too thick. Thus, the optimized amount

f MWNTs/Nafion was chosen as 9.0 �L.

.3. Electrochemical detection of E. coli with
WNTs/Nafion modified GCE

E. coli cultures were incubated for 3 h in LB medium supplied
ith 0.5 mM IPTG to achieve the induction of �-d-galactosidase

5]. Before the activity of galactosidase was detected, a per-
eabilizaion step was carried out by vigorously shaking the
acterial with POL (10 �g/mL) and LYS (25 �g/mL) [6,29],
hich could disrupt the outer and cytoplasmic membranes of
acterial culture and release galactosidase into the solution [30].
ig. 2 shows the amperometric response of 2.0 × 104 cfu/mL,

ig. 2. Current responses of blank growth medium (a), 2.0 × 104 cfu/mL (b),
nd 2.0 × 105 cfu/mL (c) of E. coli detected by MWNTs/Nafion modified GCE
ith applying potential of +250 mV at pH 6.0 and 45 ◦C. E. coli cultures were

ncubated for 3 h with IPTG and permeabilized with POL and LYS.
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detection time was 1 h longer than that with MWNTs/Nafion
modified GCE. The results obtained in this work were superior
to other relevant reported amperometric methods for the detec-
tion of E. coli [12,16,29]. Fiksdal and his coworkers developed
ig. 3. Current responses of 2.0 × 10 cfu/mL E. coli at GCE (a), Nafion modi-
ed GCE (b) and MWNTs/Nafion modified GCE (c). Other conditions were the
ame as Fig. 2.

.0 × 105 cfu/mL of E. coli and the blank growth medium. The
oncentration of PAP in the bacterial solution was increased as
he hydrolysis of PAPG by galactosidase. After 10 min reac-
ion, the current was recorded and the change of current was
elated to the quantity of enzyme that was directly related to the
oncentration of E. coli in the sample solution.

Bacterial cultures were measured by GCE, Nafion coated
CE and MWNTs/Nafion modified GCE, respectively. From
ig. 3, the current response was enhanced at Nafion modified
CE (about three times than that at GCE) because Nafion has
igh cation-exchange capacity for PAP produced by enzymatic
eaction. Otherwise, the current response was further increased
about six times than that on GCE) by MWNTs/Nafion modified
CE due to the ability of MWNTs to promote electron transfer

ate. The results showed that MWNTs/Nafion modified GCE
ould greatly improve the detection sensitivity when it is used
o measure the concentration of E. coli.

.4. The optimization of pH and temperature

The activity of galactosidase may be affected by the pH value
nd temperature. Thus, the influence of pH value and tempera-
ure on the detection of bacteria was investigated. After the E.
oli cultures were incubated and permeabilized, 4.0 mL of bac-
erial solution was withdrawn from the flask, and placed into the
lectrochemical cell. A serial of 1.0 mL, 0.1 mol/L phosphate
uffer solution of different pH value was added to adjust the pH
f the bacterial solution. Fig. 4 showed the maximum of current
esponse was obtained while the bacteria were detected at pH
alue of 6.0. When they were detected in the pH value lower than
.0 or higher than 7.0 the current response decreased. The results
ay be due to the decrease of the activity of �-d-galactosidase

32] in acidic and alkaline solution. In addition, there were more
AP (pKb = 8.74) of cationic form at pH 6.0 than in neuter or
lkaline solution so that the concentration of PAP accumulated

o the Nafion film was augmented and the detection sensitiv-
ty was improved. On the other hand, bacterial were detected
t 25, 35, 45 and 55 ◦C respectively to examine the tempera-
ure dependence of �-d-galactosidase. The results indicated that

F
c
w

ig. 4. Influence of pH value on the detection of 2.0 × 104 cfu/mL of E. coli at
WNTs/Nafion modified GCE. Other conditions were the same as Fig. 2.

he activity of �-d-galactosidase increased with the increase of
etection temperature, and reached a maximal value at 45 ◦C. It
ight be unstable when the temperature was higher than 45 ◦C.

5]. Hence, pH 6.0 and 45 ◦C was selected for the further work.

.5. Detection of E. coli

Under the optimized conditions, different bacterial concen-
rations were assayed by MWNTs/Nafion modified GCE after
ifferent periods of incubation. As can be observed from Fig. 5,
he bacteria could be detected within 5 h ranging from 10 to
04 cfu/mL, with the detection limit of 10 cfu/mL, and the
urrent response was increased with the increment of the incuba-
ion time. Furthermore, when the concentration of bacteria was
ncreased, the incubation time needed decreased simultaneously.
n this work, the sensitivity of the detection was improved by

WNTs/Nafion modified electrode due to the accumulation of
AP by Nafion film and the electrocatalysis of MWNT to PAP.
o, the incubation time was shortened. 10 cfu/mL of bacterial
annot been detected by GCE until after 6 h enrichment, and the
ig. 5. Current responses of 10, 1.0 × 102, 1.0 × 103 and 1.0 × 104 cfu/mL of E.
oli after different incubation periods. The E. coli cultures were in 1.0 L sterilized
ater and steps of filtration, incubation and permeabilization were carried out.
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n amperrametric method combined with flow inject analysis
or detecting E. coli in water [12]. It needed more than 5 h
nrichment to detect 4.5 × 102 cfu/mL. The method did not have
ny permeabilization step which could improve the sensitiv-
ty of several orders of magnitude according to literature [31].
lthough the graphite–Teflon–tyrosinase composite electrode
entioned above can detect 10 cfu/mL of E. coli after 5 h enrich-
ent [15], the fabrication of enzyme electrode was complicated

nd the preservation of the electrode was rigorous.
The repeatability of MWNTs/Nafion modified electrode was

nvestigated with an initial concentration of 2.0 × 104 cfu/mL
f E. coli, which was incubated with IPTG for 3 h. The relative
tandard deviation (RSD, n = 7) of the current responses was
bout 4.60%. Five MWNTs/Nafion modified electrodes were
repared for the investigation of electrode-to-electrode repro-
ucibility under the same conditions, and the RSD was less than
.00%. After the detection, the MWNTs/Nafion modified elec-
rode was dipped in 2.0 mol/L NaCl for 10 min, and the activity
ites of Nafion film could be regenerated easily.

.6. Detection of E. coli in river water

The MWNTs/Nafion modified GCE was applied to detect the
ample which was collected from river water in Shanghai. A liter
f the river water was filtered by 0.45 �m pore sized filter paper.
hen, the filter paper was placed into flask containing 50 mL LB
edium and 0.5 mM IPTG. After 3.5 h incubation, the bacterial

ample was detected by the amperometric method introduced
bove. The result indicated that the concentration of coliforms
n the river water was 100 cfu/mL, which was consistent to the
esult obtained by plate count method (113 cfu/mL).

. Conclusions

A MWNTs/Nafion modified GCE was fabricated, and was
pplied to detect the concentration of coliforms. Due to the
mprovement of detection ability to PAP, the detection sensitivity
f the bacteria was improved by MWNTs/Nafion modified GCE.
nder the optimized experiment conditions, bacterial solution
f 10 cfu/mL coliforms could be detected after 4.5 h enrichment.
he method was rapid and could be exploited for controlling the
acterial contamination in water environment or food industry.
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bstract

The one-step derivatization and extraction technique for the determination of anilines in river water by dispersive liquid–liquid microextraction
DLLME) is presented. In this method the anilines are extracted by DLLME and derivatized with pentafluorobenzaldehyde (PFBAY) in aqueous
olution simultaneously. In this derivatization/extraction method, 0.5 ml acetone (disperser solvent) containing 10 �l chlorobenzene (extraction
olvent) and 30 g/l pentafluorobenzaldehyde (PFBAY) dissolved in methanol was rapidly injected by syringe into 5 ml aqueous sample (pH 4.6).

ithin 20 min the analytes extracted and derivatized were almost finished. After centrifugation, 2 �l sedimented phase containing enriched analytes

as determined by GC–MS. The effects of extraction and disperser solvent type and their volume, pH value of sample solution, derivatization and

xtraction time, derivatization and extraction temperature were investigated. Linearity in this developed method was ranging from 0.25 to 70 �g/l,
nd the correlation coefficients (R2) were between 0.9955 and 0.9989, and reasonable reproducibility ranging from 5.8 to 11.8% (n = 5). Method
etection limits (MDLs) ranged from 0.04 to 0.09 �g/l (n = 5).

2007 Elsevier B.V. All rights reserved.
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. Introduction

Aromatic amines, such as aniline and its substituted deriva-
ives, are generally dangerous because of their toxicity and
arcinogenicity [1,2] or else they can be converted into toxic N-
itroso compounds through reactions with nitrosylating agents
n the environment [3]. These contaminants may be released as
hemical residues of dyestuffs, cosmetics, medicines and rubber
anufacture [3,4] and also as by-products of energy technolo-

ies such as coal-conversion waste processing [1]. Chlorinated
nilines such as p-chloroaniline and 3,4-dichloroaniline were
lso found as degradation products and intermediates of various

henylurea and phenylcarbamate pesticides [1,3]. In view of the
mportance of these compounds, a rapid and sensitive method
f analysis is needed to detect them in the environment.
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mass spectrometry

Several methods have been developed for the determina-
ion of anilines in environmental samples. Gas chromatography
GC) is a classical method [5,6], and presently GC–mass spec-
rometry (MS) is often used [5,6]. For non-volatile aniline
ompounds high-performance liquid chromatography (HPLC)
ay be used with fluorescence detection after derivatization

7,8], or with amperometric detection [9,10]. Some sample
reparation techniques have been reported for the pretreatment
f anilines in aqueous samples based on solid-phase extrac-
ion (SPE) [11]. In the past years, solid-phase microextraction
SPME) [12–14] has emerged as a versatile solvent-free alterna-
ive to SPE procedures. In recent years, a novel technique termed
iquid-phase microextraction (LPME) [15] has been developed.
owever a fast simple preconcentration and microextraction
ethod, DLLME has been presented in 2006 for determination

f polycyclic aromatic hydrocarbons (PAHs), organophosphorus
esticides (OPPs) and chlorobenzenes (CBs) in water samples

16–19] and for the first time, simultaneous DLLME and deriva-
ization combined with gas chromatography-electroncapture
etection (GC-ECD) were studied for the analysis of 19
hlorophenols (CPs) in water samples [20]. In this method,
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experiment 1 and 2 should be affected by the solubility of
anilines in water (Table 1) [23–26]. Therefore simultaneous
derivatization and extraction was decided to be the pretreatment
procedure.

Table 1
Water solubility of anilines

Analyte Water solubility (g/l)
J.-S. Chiang, S.-D. Huan

he appropriate mixture of extraction solvent and disperser sol-
ent are injected into the aqueous sample (5 ml) by syringe,
apidly. Therefore, cloudy solution is formed. In fact, it is con-
isted of fine particles of extraction solvent which is dispersed
ntirely into aqueous phase. After centrifuging, the fine particles
f extraction solvent are sedimented in the bottom of the coni-
al test tube. The advantages of DLLME method are simplicity
f operation, rapidity, low-cost, high-recovery, and enrichment
actor.

In the present work, simultaneous DLLME and derivatization
ave been carried out in one-step for the analysis of anilines
n water samples at the sub-ppb level and various parameters
ffecting the extraction efficiency were also investigated in this
tudy.

. Experimental

.1. Chemicals and sample preparation

All chemicals used in this study were reagent grade,
niline and 4-chloroaniline were obtained (purity > 99%)
rom Fluka (Buchs, Switzerland), 3-chloro-2-methylaniline
nd 3,5-dichloroaniline were purchased (purity� 98%) from
igma–Aldrich (Portugal). Derivatization reagent pentafluo-
obenzaldehyde (PFBAY) was purchased from Alfa-Aesar
Ward Hill, MA, USA), chlorobenzene (J.T. Baker, Mallinck-
odt, Baker), tetrachloroethylene (J.T. Baker, Mallinckrodt,
aker), tetrachlorocarbon (Showa Chemicals, Tokyo, Japan),
cetone (Echo, Maioli, Taiwan), acetonitrile (J.T. Baker,
allinckrodt, Baker), and methanol (Echo, Maioli, Taiwan)
ere also used for this study.
The stock solutions were prepared by adding approximately

mg of analytes into vials and diluted to 10 ml with methanol.
he stock solutions were kept storage at 4 ◦C. Before extraction,
tock solutions were diluted with blank stream water to aqueous
tandard of 33 �g/l (aniline), 57 �g/l (4-chloroaniline), 62 �g/l
3-chloro-2-methylaniline), and 48 �g/l (3,5-dichloroaniline)
or the optimization experiments. A waste water from Tou Cian
tream (Hsinchu, Taiwan) served as the environmental sample.

.2. Instrumentation

Analysis was carried-out using a gas chromatograph Agilent
Wilmington, Delaware, USA) 6850 with split/splitless injec-
or operated at 250 ◦C in pulse splitless mode (1 min), mass
etector Agilent (Wilmington, Delaware, USA) 5978B. A 30 m
P-5MS (J&W Scientific, Folsom, CA, USA) fused silica cap-

llary column (0.25 mm I.D., 0.25 �m film thickness) was used
or separation. The column oven was initially held at 70 ◦C,
aised to 295 ◦C at 15 ◦C/min, held at 295 ◦C for 1 min. The
arrier gas was helium (purity 99.9995%); it was further puri-
ed by passage through a superior helium gas purifier Agilent
Wilmington, DE, USA) model RMSH-2. A Sorvall 5C Plus

entrifuge (Global Medical, Ramsey, MN, USA) was used.

All of the 10 ml screw cap conical bottomed glass test tubes
extraction vessel) were manufactured by Ching Fa glass factory
Hsingchu, Taiwan).

A
4
3
3

lanta 75 (2008) 70–75 71

Deionized water was prepared using a Milli-Q (Millipore,
A, USA) purification system.

.3. DLLME procedure

In the simultaneous DLLME and derivatization, an aliquot
f 5 ml of a blank stream solution containing 33 �g/l (aniline),
7 �g/l (4-chloroaniline), 62 �g/l (3-chloro-2-methylaniline),
nd 48 �g/l (3,5-dichloroaniline) was placed in a 10 ml screw cap
onical bottomed glass test tube. An aliquot of 0.5 ml of acetone
disperser solvent) containing 8.75 �l chlorobenzene (extraction
olvent) and 10 �l methanol containing PFBAY (30 g/l, deriva-
ization reagent) was injected rapidly into the aqueous solution
ith a 1 ml syringe (gastight, Hamilton, Reno, NV, USA) and
10 �l syringe (gastight, Hamilton, Reno, NV, USA), then the
entioned mixture was kept in a water bath (30 ◦C). Dispersed
ne droplets of chlorobenzene form a cloudy solution. In this
tep, anilines and PFBAY were extracted into the fine droplet of
hlorobenzene rapidly and derivatized in the chlorobenzene, in
0 min. After centrifugation for 2 min at 6000 rpm, fine droplets
f extraction solvent were sedimented at the bottom of the
onical test tube. The volume of the sedimented phase was deter-
ined to approximately 2 ± 0.2 �l. The sedimented phase (2 �l)
as injected into GC for separation and analysis.

. Results and discussion

.1. Optimization of DLLME

.1.1. Method evaluation
For evaluating the pretreatment procedure, the sensitivities

f two experiments were compared. In the first experiment,
erivatization reagent was added to aqueous sample contain-
ng anilines to proceed derivative reaction for 20 min, then
.5 ml acetone including 8.75 �l chlorobenzene was injected
nto above aqueous sample and then the centrifugation was
roceeded in 2 min. In the second experiment, simultaneous
LLME and derivatization, 0.5 ml acetone including 8.75 �l

hlorobenzene and derivatization reagent were injected into
queous sample spiked with anilines, and then centrifugation
as proceeded after 20 min. As shown in Fig. 1, better sensi-

ivity was obtained, except for 3,5-dichloroaniline with similar
ensitivity, with simultaneous DLLME and derivatization. It
as inferred that difference of sensitivity of anilines between
niline 34 [23]
-Chloroaniline 3 [24]
-Chloro-2-methylaniline 4.5 [25]
,5-Dichloroaniline 0.6 [26]
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Fig. 1. Method evaluation.

.1.2. Selection of extraction solvent
In DLLME method, some characteristics of extraction sol-

ent such as low solubility in water, extraction capability of
nterested compounds, good chromatographic behavior and
igher density than water must be achieved. Thus there are
xtra limitations on the selection of extraction solvent in
LLME method. Most of the halogenated solvents own above
roperties.

To obtain the better extraction efficiency, chlorobenzene,
etrachloroethylene, and tetrachlorocarbon were tested as extrac-
ion solvents. A 5 ml of aqueous sample containing the target
ompounds were extracted using the procedure described
bove.

As shown in Fig. 2, the extraction efficiency of aniline and
-chloroaniline extracted with tetrachlorocarbon were higher

han other solvents but from the view of average sensitivity for
hese four analytes, chlorobenzene was selected as the extraction
olvent.

ig. 2. Effect of extraction solvent on the sensitivity. Extraction condi-
ions: water sample volume, 5 ml; disperser, solvent (acetone) volume,
ml; extraction solvent, 8 �l tetrachloroethylene; 13.5 �l carbon tetrachloride
nd 13 �l chlorobenzene; 30 ◦C; concentration of anilines, 33 �g/l aniline,
7 �g/l 4-chloroaniline, 62 �g/l 3-chloro-2-methylaniline, and 48 �g/l 3,5-
ichloroaniline; 30 min.

f
i
s
i
a

F
c

ig. 3. Effect of dispersive solvent on the sensitivity. Extraction conditions: as
ith Fig. 2; volume of chlorobenzene, 13 �l.

.1.3. Selection of dispersing solvent
Disperser solvent should be miscible in water; also it should

issolve the extraction solvent. Thus acetone and acetonitrile
ere selected as disperser solvents to investigate the effect of

hese solvents on the performance of DLLME.
When acetone and acetonitrile were tested as disperser sol-

ents containing chlorobenzene to inject into aqueous sample,
s shown in the following result (Fig. 3), extraction efficiency
f acetone was similar to acetonitrile but acetone was less toxic,
eferred with LC50, than acetonitrile [21,22]. Consequently, the
cetone was selected as disperser solvent because of less toxicity
nd cheaper.

.1.4. Amount of dispersing solvent
For investigating the effect of volume of disperser solvent

n extraction efficiency, various volumes of acetone (0.5, 1,
.5 ml) containing (10, 13, 16.5 �l) chlorobenzene were per-
ormed, respectively. Increasing the volume of chlorobenzene by
ncreasing the volume of acetone is required to obtain the con-

tant volume of the sedimented phase (3 ± 0.2 �l). As shown
n Fig. 4, the optimized sensitivity was achieved when 0.5 ml
cetone and 10 �l of chlorobenzene were used.

ig. 4. Effect of amount of dispersive solvent on the sensitivity. Extraction
onditions: as with Fig. 3; solvent (acetone) volume, 1 ml.
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is no considerable change on the sensitivity of these anilines after
20 min and 20 min was selected for extraction and derivatization
time.
J.-S. Chiang, S.-D. Huan

.1.5. Amount of extraction solvent
Increasing extraction solvent would increase extracted

mount of analytes, however the concentration of analytes in
he sedimented phase were also diluted. For enhancing sen-
itivity, 2 �l of sedimented phase was injected to GC–MS.
ver 2 �l of injection would cause peak broaden. Here 8.75

nd 10 �l of extraction solvent was used to study for obtain-
ng the effect of 2 and 3 �l of sedimented phase on extraction
fficiency. There is no considerable change on the extrac-
ion efficiency of these anilines between 8.75 and 10 �l of
xtraction solvent. Consequently, 8.75 �l chlorobenzene was
elected.

.1.6. Adjustment of pH value in sample solution
In this work, the matrices in the river water would influ-

nce derivatization and extraction efficiency. Here, different
H values (4, 4.6, 5, 7.8) in sample solution were adjusted
o investigate the derivatization and extraction efficiency. The
ower sensitivity of stream water (pH 7.8) was observed. Higher
ensitivity was acquired as lowering pH value, however sensi-
ivity descended below pH 4.6. As shown in Fig. 5, the better
erivatization and extraction efficiency would be obtained at
H 4.6.

.1.7. Effect of extraction and derivatization temperature
n extraction efficiency

In simultaneous extraction and derivatization with DLLME,
aising temperature would cause different derivatization per-
ormance and solubility of analytes in aqueous. Here, various
xtraction and derivatization temperatures were investigated to
btain the better extraction efficiency. As shown in Fig. 6, the
ensitivity decreased by increasing extraction and derivatization
emperature from 30 to 60 ◦C. Thus 30 ◦C was used for further
tudy.

.1.8. Effect of extraction and derivatization time on

xtraction efficiency

In simultaneous extraction and derivatization with DLLME,
ispersed fine droplets of chlorobenzene form a cloudy solution
nd the surface area between extraction solvent and aqueous

ig. 5. Effect of pH on the sensitivity. Extraction conditions: as with Fig. 4;
olvent (acetone) volume, 0.5 ml.

F
3
a
p

ig. 6. Effect of extraction and derivatization temperature on the sensitivity.
�) 3-Chloro-2-methyl aniline; (×) 3,5-dichloroaniline; (�) 4-chloroaniline;
�) aniline. Extraction conditions: as with Fig. 5; pH of water sample, 4.6.

hase (water sample) is very large. Transition of anilines and
FBAY from aqueous phase (water sample) to extraction solvent

s fast enough to let a quick achieve of the equilibrium state.
hereby, most of the required time was for derivatization of
nilines with PFBAY.

Various experiments were performed in the range of 0–50 min
o obtain the better extraction efficiency. As shown in Fig. 7, there
ig. 7. Effect of extraction and derivatization time on the sensitivity. (�)
-Chloro-2-methyl aniline; (×) 3,5-dichloroaniline; (�) 4-chloroaniline; (�)
niline. Extraction conditions: as with Fig. 6; extraction and derivatization tem-
erature, 30 ◦C.
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Table 2
Ions of analytes

Analytes Structure Molecular mass Qualified ions Quantity ions

Aniline 271.1 271.1, 77.0, 104.0 271.0

4-Chloroaniline 305.0 305.0, 110.0, 138.0 305.0

3-Chloro-2-methylaniline 319.0 319.0, 117.1, 152.0 319.0

3,5-Dichloroaniline 339.0 339.0, 145.0, 172.0 339.0
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.2. Evaluation of method performance

The characteristics of analytes were listed in Table 2. Enrich-
ent factors, which were defined as formula 1, achieved by

he DLLME procedure were 212–645-fold. The linearity of the
LLME for blank water samples of anilines detected by GC–MS
as investigated with spiked concentrations of analytes rang-

ng from 0.25 to 70 �g/l; and method detection limits (MDLs),
hich were calculated as three times the standard deviation of
ve replicated runs of spiked samples at lowest concentration of
alibration curve, were in the range 0.04–0.09 �g/l. Correlation
oefficients, (R2) values, were between 0.9955 and 0.9985. Lin-
ar equation was used to calculate R2 for GC–MS. The range of

he relative standard deviations is 5.8–11.8% (Table 3):

nrichment factor = VsCs

VaqC0
(1)

F
m
c
l

able 3
ummary of the performance of the developed methodsa

nalyte Linear range (�g/l) R2 R.S.D. (

niline 0.25–70 0.9989 10.6
-Chloroaniline 0.25–70 0.9982 8.1
-Chloro-2-methyl aniline 0.5–70 0.9955 5.8
,5-Dichloro aniline 0.5–70 0.9985 11.8

a The selected conditions were listed as follows: (1) disperser solvent, acetone; (2)
mount of extraction solvent, 8.75 �l; (5) pH value of sample solution, 4.6; (6) deri
ime, 20 min.

b Repeatability was investigated at concentration: 0.25 �g/l of aniline and 4-chloro
c MDLs are calculated as three times the standard deviation of seven replicated ru
.5 �g/l of 3-chloro-2-methyl aniline and 3,5-dichloro aniline.
d Enrichment factor was determined at concentration 10 �g of anilines/l.
e Relative recovery was determined at concentration: 2.5 �g/l of aniline and 4-chlo
here Cs is the concentration of analytes in sediment phase
fter extraction, Vs the volume of sediment phase for injecting
o GC, Vaq the volume of sample solution and C0 is the initial
oncentration of analytes in aqueous sample before extraction.

.3. Analysis of stream water sample

The optimum condition for each factor may be inter-related.
he conditions we finally selected may not be the optimum.
owever, we have checked back and forth the conditions from

ime to time. For instance, the data shown in Fig. 1 should be run
t the beginning of the experiment. We have re-run the experi-
ent using the selected conditions we found at the final stage. In

ig. 2, the selectivity for the less sensitive analytes, 3-chloro-2-
ethylaniline and 3,5-dichloroaniline, was much better as using

hlorobenzene for extraction solvent, it therefore may not abso-
utely required to check it once again. For Fig. 3, the extraction

%)b MDL (�g/l)c Enrichment factord Relative recoverye

0.08 449 69
0.04 645 77
0.09 214 94
0.09 212 88

extraction solvent, chlorobenzene; (3) amount of disperser solvent, 0.5 ml; (4)
vatization and extraction temperature, 30 ◦C; (7) derivatization and extraction

aniline; 0.5 �g/l of 3-chloro-2-methyl aniline and 3,5-dichloro aniline.
ns of spiked sample. Concentraction: 0.25 �g/l of aniline and 4-chloroaniline;

roaniline; 5 �g/l of 3-chloro-2-methyl aniline and 3,5-dichloro aniline.



J.-S. Chiang, S.-D. Huang / Ta

Fig. 8. Chromatogram of (A) real stream sample and (B) blank stream
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[22] http://www.lakes-environmental.com/toxic/ACETONITRILE.HTML.
[23] http://www.inchem.org/documents/icsc/icsc/eics0011.htm.
[24] http://www.chemyq.com/xz/xz9/85178ffxpl.htm.
[25] https://fscimage.fishersci.com/msds/04639.htm.
[26] http://www.chemyq.com/xz/xz9/86273yksgf.htm.
ample spiked with 33 �g/l aniline, 57 �g/l 4-chloroaniline, 62 �g/l 3-chloro-
-methylaniline, and 48 �g/l 3,5-dichloroaniline. Extraction conditions: as with
ig. 7; extraction and derivatization time, 30 min.

fficiencies were similar using acetone or acetonitrile. Ace-
one was selected as disperser solvent because of less toxic and
heaper (Refs. [21,22]). Similar situation can be found from the
ate shown in other figures.

Stream waste water sample was filtered through a filter
aper before analysis. The aqueous samples were extracted with
LLME under the selected conditions. The selected conditions
ere listed as below: (1) disperser solvent, acetone; (2) extrac-

ion solvent, chlorobenzene; (3) amount of disperser solvent,
.5 ml; (4) amount of extraction solvent, 8.75 �l; (5) pH value
f sample solution, 4.6; (6) derivatization and extraction temper-
ture, 30 ◦C; (7) derivatization and extraction time, 20 min. No
nilines were detected in the stream water samples (Tou Cian
tream) neighbor to the dye factory tested. The relative recov-
ries defined as the peak area ratio between blank stream water
nd the tested stream water sample, which was free of the ana-
ytes, spiked at the same concentration (2.5, 2.5, 5, 5 �g/l) was
ound to be 69–94% (Table 3). No analytes were detected in the
tream waste water sample (Fig. 8).
. Conclusion

This work indicates that a selective trace enrichment of car-
inogenic anilines from river water samples can be achieved by
lanta 75 (2008) 70–75 75

DLLME method. The newly developed microextraction tech-
ique has distinct advantages over conventional methods with
espect to extraction time and volume of solvents required, and
ow detection limits are readily achieved. This proposed sam-
le preparation procedure is much simpler than the conventional
LE, SPE, and SPME.
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bstract

4-Aminophenol (4-AP) is the primary degradation product of paracetamol (PARA). According to the European Pharmacopoeia, 50 ppm 4-
P/PARA is the specification limit of 4-aminophenol in paracetamol drug substance. For drug products, often higher specification limits, such

s 1000 ppm 4-AP/PARA are applied. This paper describes a fluorimetric method to quantify the low amount of this degradant (50 ppm) in a

harmaceutical preparation, i.e. in paracetamol tablets. The fluorimetric method was validated and the linearity, precision, trueness, range, limit
f detection and limit of quantification were determined. They were found acceptable to assay the low amounts of 4-aminophenol in paracetamol
ablets.

2007 Elsevier B.V. All rights reserved.

eywords: 4-Aminophenol; Fluorimetry; Method validation

[
[
p
s
(
h
b
t
a
w
o

t
d
m

. Introduction

Paracetamol, acetaminophen or N-acetyl-p-aminophenol is
commonly used analgesic and antipyretic drug, present in

ifferent pharmaceutical formulations, such as tablets, soluble
owders, syrups and suppositories. It is administered to both
hildren and adults [1,2]. The primary degradation product of
aracetamol (PARA) is 4-aminophenol (4-AP) or 1-hydroxy-4-
minobenzene. It is formed during the synthesis of paracetamol
r during the storage of the pharmaceutical preparations [3–5].
or paracetamol drug substance, this degradant is limited to
low specification limit, i.e. 50 ppm or 0.005% (w/w) 4-

P/PARA. For drug products containing paracetamol, often
ess tight limits are applied, such as 1000 ppm or 0.1% (w/w)
-AP/PARA [6].
Different methods to assay 4-aminophenol in paracetamol
rug substance, drug products and/or biological fluids have been
escribed. Derivative ultra-violet (UV) spectroscopy was used in

∗ Corresponding author. Tel.: +32 2 477 47 34; fax: +32 2 477 47 35.
E-mail address: yvanvdh@vub.ac.be (Y. Vander Heyden).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.11.029
3,7,8]. Other spectrophotometric methods such as colorimetry
5,9] and fluorimetry [7] also have been reported. Several high-
erformance liquid chromatographic (HPLC) methods with
pectrophotometric (HPLC–UV) [4,8,10,11] or electrochemical
HPLC–ED, amperometric [12] or voltammetric [13]) detection
ave been applied. Capillary electrophoretic (CE) methods have
een described, with spectrophotometric (CE–UV) [14] or elec-
rochemical detection (CE–ED) [15,16]. In [6], a flow injection
nalysis (FIA) method with colorimetric detection (FIA–vis)
as developed to determine 4-AP in paracetamol tablets. Some
f the above methods [5,6,9] require a derivatisation.

After development, analytical assay methods are validated
o ensure their quality or suitability [17]. For pharmaceuticals,
etailed guidelines of the ICH (International Conference on Har-
onisation of Technical Requirements for the Registration of
harmaceuticals for Human Use) [18], the ISO (International
rganization for Standardization) [19–21], or the AOAC (Asso-

iation of Official Analytical Chemists) [22] exist, describing the

equirements to validate analytical methods. The linearity, pre-
ision, trueness, specificity, detection and quantification limits,
nd/or the range of the method are then evaluated, depending on
he type of analytical procedure [18]. For quantitative testing of
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mpurities, such as the 4-AP quantity in paracetamol tablets, all
bove-mentioned criteria need to be examined. It is also advised
o consider performing a robustness test.

In Ref. [7], it is suggested that 4-AP might be determined by
uorimetry without interference from paracetamol. It was also
escribed that the fluorimetric method is less sensitive than a
olorimetric, such as the reaction of sodium nitroprusside with
-AP, forming an indophenol-derivative, which is described as
imit test for 4-AP in the European Pharmacopoeia [23] and
hich is used as derivatisation reaction in the FIA–vis method
f Ref. [6]. However, the fluorimetric method was not fully
alidated.

In this study, it was tried to determine the quantity of 4-
P fluorimetrically in paracetamol tablets containing 500 mg
aracetamol, with the aim to obtain detection (LOD) and quan-
ification (LOQ) limits that are below the lowest specification
imit of 50 ppm 4-AP/PARA. Since in Ref. [6], 10 paracetamol
ablets were dissolved in 100 mL solvent, 50 ppm 4-AP/PARA
orresponds to 0.25 mg/100 mL 4-AP. The fluorimetric method
as validated. The linearity was visually assessed, as well as by
erforming a test for the significance of the quadratic coefficient
17,24]. The correlation and quality coefficients were calcu-
ated for informative purposes [17,24,25]. A precision study was
erformed, from which the repeatability and the time-different
ntermediate precisions were estimated [17,26]. The trueness
as evaluated and the predictability of the method was veri-
ed from a small prediction set [17]. The LOD and LOQ of the
uorimetric method were determined [17] and compared with

hose from derivative UV spectrophotometric [8], HPLC–UV
4,8,11], HPLC–ED [12,13], CE–UV [14], CE–ED [15,16], and
IA–vis [6] methods for the determination of 4-AP in drug sub-
tance (DS), drug products (DP) and/or biological fluids (BF).
hen, the range, which is the 4-AP concentration interval where

he method exhibits a suitable level of linearity, precision and
rueness, can be determined [18]. Finally, the 4-AP quantity was
etermined in 500 mg paracetamol tablets and it was also tried
o transfer the method to the 4-AP determination in some other
aracetamol-containing pharmaceutical formulations.

. Theory

.1. Linearity, limit of detection and limit of quantification

To assess the linearity of the method, the calibration line was
lotted, and a test for the significance of the quadratic coeffi-
ient in a second-order model was performed [17,24]. Another
ossibility, not executed here, is performing a lack-of-fit (LOF)
est [17]. The correlation coefficient r and the quality coefficient
C are also given. When assuming a constant absolute standard
eviation, the quality coefficient QC can be computed with Eq.
1) [17,24,25]√∑

(y − ŷ /y)2
C = 100 i i

n− 1
(1)

here yi and ŷi are the measured and predicted responses,
espectively, ȳ the average of the measured responses, and n the

t
p
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umber of calibration standards, including the blank. The QC is
quality criterion and a measure for the percentage deviations
f the predicted concentrations from the true. It describes how
dequately the data fits the straight-line model. A QC below
% was found acceptable for atomic absorption spectrometry
easurements [24,25].
An approach to verify linearity, is to fit a second-order poly-

omial model, y = b0 + b1x + b2x2, to the data and to test the
ignificance of the quadratic coefficient b2 [17,24] by means of
he 95% two-sided confidence interval for β2 or by means of a
wo-sided t-test (Eq. (2))

t| =
∣∣∣∣ b2

sb2

∣∣∣∣↔ ttab(α,df=n−3) (2)

here sb2 is the standard deviation of b2. The absolute t-value is
ompared with a tabulated t-value at significance level α, usu-
lly α= 0.05, and n − 3 degrees of freedom, with n equal to the
umber of measurements, including the blank. When |t| ≥ ttab,
2 is significantly different from zero and the straight-line model
s considered inadequate. On the other hand, when |t| < ttab, b2
s not significantly different from zero and the linear model is
onsidered to fit the data correctly.

The limit of detection (LOD) and the limit of quantification
LOQ) can be determined as follows according to IUPAC [17]
Eqs. (3)–(6)).

d = μbl + k′dσbl with k′d = kc + kd (3)

d = Ld − μbl

b1
= k′d

σbl

b1
(4)

q = μbl + kqσbl (5)

q = Lq − μbl

b1
= kq

σbl

b1
(6)

Ld and Xd are the limits of detection, expressed as
esponse/signal and as concentration, respectively. Lq and Xq are
he limits of quantification, expressed as response/signal and as
oncentration, respectively. μbl and σbl are the mean response
nd the standard deviation of the blank, and b1 is the slope of the
alibration line. μbl is estimated by its experimentally obtained
alue, ȳbl, and σbl by the pooled standard deviation of the lower
tandards, sp. The multiplication factors kc, kd, k′d, and kq are
onstants and their values determine the risk one is willing to
ake of making a wrong decision. In order to obtain α=β = 5%,
c = kd = 1.645, and k′d = 3.29. With kq = 10, one expects at the
uantification limit a precision, expressed as relative error, of
0% [17]. It needs to be noted that Eqs. (4) and (6) are only
alid when a linear relationship occurs between the response
nd the concentration. When a quadratic relationship would be
ound, the concentration should be determined by solving the
uadratic equation.

.2. Precision
To evaluate the method precision according to [17], estima-
ions of the repeatability and the time-different intermediate
recision can be derived from the experimental set-up used, i.e.
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wo replicates of three concentrations, measured under repeata-
ility conditions, during 6 days. With the measured response and
he suitable calibration equation, the concentration in each solu-
ion is calculated. The repeatability or within-days variance, s2r ,
nd the time-different intermediate precision, s2I(t), can be esti-
ated at each concentration level from an ANOVA table and
q. (7) [26]

2
I(t) = s2r + s2between (7)

here s2between represents the between-days variance.

.3. Trueness

To verify the trueness of the method, a prediction set is mea-
ured, for which the true concentration of each solution (xi,true)
s known. The concentration of each solution is predicted from
he model (x̂i,pred). Both the straight-line and the second-order
olynomial model were considered (see Section 4.2.3). Conse-
uently, for each solution of the prediction set, the %recovery
x̂pred/xtrue × 100) is calculated.

Finally, the average %recovery and the root mean square error
f prediction (RMSEP) are determined (Eq. (8)) [17]

MSEP =
√∑

(xi,true − x̂i,pred)2

n
(8)

i,true and x̂i,pred are the true and the predicted concentrations,
espectively, and n the number of observations.

. Experimental

An LS-3B fluorescence-spectrometer (Perkin-Elmer, Bea-
onsfield, United Kingdom) was used. Responses were deter-
ined in two solvents: 0.05% acetic acid and methanol/H2O

1:1, V:V). Solvents were prepared by mixing the necessary
mounts of acetic acid (Merck, Darmstadt, Germany) and
ethanol (BDH, Poole, UK) with H2O. The excitation wave-

engths in these solvents were 278 and 300 nm, and the emission
avelengths 372 and 370 nm, respectively.

.1. Preliminary experiments: determination of
-aminophenol in solvent

A calibration line of 4-aminophenol (Sigma–Aldrich, Stein-
eim, Germany) in each of the two solvents was constructed. The
oncentrations of the standards in 0.05% acetic acid were 0.1,
.2, 0.25, 0.3, 0.4, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, and 6.0 mg/100 mL,
nd in methanol/H2O 0.1, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
.9, 1.0, and 2.0 mg/100 mL. A blank was also measured for each
alibration line. The fluorescence at the maximal excitation and
mission wavelengths was measured six times in each solvent.
his allowed determining the linearity, the limit of detection

LOD) and the limit of quantification (LOQ) of the method in

he solvents. The calibration line was plotted and linearity was
ssessed by means of a test for the significance of b2 (Eq. (2)).
or informative purposes, the correlation coefficient, r, and the
uality coefficient, QC (Eq. (1)), also were calculated.

m
p
s

a 75 (2008) 258–265

.2. Determination of 4-aminophenol in tablet matrix

Calibration lines of 4-AP were prepared and measured in a
olution, simulating paracetamol tablets, using both solvents.
ince in the FIA–vis assay 10 paracetamol tablets were dis-
olved in 100 mL [6], here an excipients mixture (gift from
laxoSmithKline, Dartford, UK) corresponding to the quantity
f one tablet was added per 10 mL solution. Then the necessary
olume of stock solution was added to the excipients to obtain 4-
P concentrations of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and
.0 mg/100 mL. A blank solution, containing only excipients,
as also prepared. All solutions were prepared as the paraceta-
ol tablet samples, i.e. they were sonicated during 15 min and

entrifuged (20 min at 3000 rpm). In each of the two solvents,
he supernatant was used for analysis and measured six times
t the maximal excitation and emission wavelengths. The blank
upernatant was measured 12 times. This allowed determining
he linearity, limit of detection (LOD) and limit of quantification
LOQ) of the method in tablet matrix. To assess linearity, a test
f the significance of b2 (Eq. (2)) was performed. For informa-
ive purposes, the correlation and the quality coefficients again
ere calculated.
Since the calibration line was only considered linear up to

.5 mg/100 mL (see Section 4), the precision and trueness were
valuated in the concentration interval 0.1–0.5 mg/100 mL.

The precision was determined at concentrations situated
owards the minimum, middle and maximum of the linear range,
.e. 0.10, 0.25 and 0.50 mg/100 mL. Each sample solution was

easured twice on 6 days. Daily new samples were prepared
n tablet matrix using methanol/H2O as solvent. Also a calibra-
ion line was prepared in tablet matrix. The concentrations of
he calibration standards were 0.1, 0.3, and 0.5 mg/100 mL. A
lank solution, containing only excipients, was also prepared.
ll calibration solutions were measured twice at the maximal

xcitation and emission wavelengths.
To evaluate the trueness, a calibration line and a prediction

et were prepared in tablet matrix using methanol/H2O as sol-
ent and were measured on the same day. For the calibration line
lso a blank solution, containing only excipients, was prepared.
he 4-AP concentrations in the mixtures of both sets were 0.10,
.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, and 0.50 mg/100 mL.
he solutions were each measured three times (n = 3) at the max-

mal excitation and emission wavelengths. The concentrations
n the solutions of the prediction set were predicted from both
he straight-line and the second-order polynomial model, their

recovery was calculated, and finally, the average %recovery
nd the root mean square error of prediction (RMSEP) were
etermined (Eq. (8)) [17]. This allows comparing the trueness
rom both models.

.3. Determination of 4-aminophenol in paracetamol
ormulations
A sample solution was prepared by dissolving 10 paraceta-
ol tablets (gift from GlaxoSmithKline), containing 500 mg

aracetamol per tablet, in 100 mL solvent (methanol/H2O). The
olution was sonicated during 15 min and centrifuged 20 min at
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Table 2
Average response (n = 6) of the 4-AP calibration line in methanol/H2O (1:1,
V:V)

Standard Concentration
(mg/100 mL)

Average response s %RSD

1 = Blank 0.00 0.10 0.00 0.00
2 0.10 11.12 0.15 1.32
3 0.20 21.92 0.26 1.17
4 0.25 27.27 0.16 0.60
5 0.30 30.17 0.14 0.45
6 0.40 37.42 0.71 1.90
7 0.50 47.03 0.34 0.73
8 0.60 55.43 0.49 0.89
9 0.70 61.60 0.68 1.10
10 0.80 67.78 0.45 0.67
11 0.90 74.97 0.73 0.98
1
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000 rpm to obtain a clear supernatant, which was measured six
imes at the maximal excitation and emission wavelengths. A
alibration line was also prepared in tablet matrix. Besides the
lank, standards with concentrations of 0.1, 0.2, 0.25, 0.3, 0.4
nd 0.5 mg/100 mL were used.

Since no fluorimetric response was obtained when measuring
ablets (see Section 4.3), it was verified whether a known added
mount of 4-AP could be found in spiked tablets. Therefore,
dditionally, two sample solutions were prepared, a first spiked
ith 0.25 mg/100 mL 4-AP, i.e. corresponding to the 50 ppm

imit, and a second with only 0.10 mg/100 mL 4-AP. These two
ample solutions were sonicated during 15 min and centrifuged
0 min at 3000 rpm, and the supernatant was measured six times
t the maximal wavelengths.

It was also tried to transfer the method for the assay of 4-
P in paracetamol tablets with a blue coating and a soluble
aracetamol-containing powder. Both were gifts from Glaxo-
mithKline.

. Results and discussion

.1. Preliminary experiments: determination of
-aminophenol in solvent

The average fluorimetric responses (F) for all standards pre-
ared in 0.05% acetic acid are given in Table 1. A quadratic
odel seemed to fit the data best. In the restricted concen-

ration range 0.1–0.5 mg/100 mL, a straight-line model was
ound to fit the data. A test for the significance of the
2 coefficient confirmed this. The second-order polynomial
odel fitted to the data was y = 0.0061 + 11.24x + 0.9804x2,

nd |t| = |0.9804/1.621| = 0.6048 < ttab(0.05,df=4) = 2.776, indicat-
ng that in the restricted range the quadratic model did not
t the data better. Therefore, the calibration line (F = 11.74
4-AP (mg/100 mL) − 0.0310) was considered linear up to
.5 mg/100 mL with r = 0.9989 and QC = 3.2%.
Since the average response and standard deviation s of the
lank were both 0.00, the standard deviations of the lower stan-
ards were used to estimate LOD and LOQ. Since the s values for
oncentrations 0.2–0.5 mg/100 mL (standards 3–7) were simi-

able 1
verage response (n = 6) of the 4-AP calibration line in 0.05% acetic acid

tandard Concentration
(mg/100 mL)

Average response s %RSD

= Blank 0.00 0.00 0.00 0.00
0.10 1.20 0.00 0.00
0.20 2.25 0.05 2.43
0.25 2.73 0.12 4.43
0.30 3.58 0.04 1.14
0.40 4.73 0.08 1.72
0.50 5.83 0.05 0.89
1.00 8.87 0.12 1.37
2.00 15.22 0.19 1.28

0 3.00 20.67 0.37 1.78
1 4.00 23.37 0.31 1.32
2 5.00 25.07 0.21 0.82
3 6.00 25.33 0.85 3.35

s
w
α

S
s
u
s
0
4
i

4

4
q

i
T

fl

2 1.00 77.20 0.91 1.18
3 2.00 97.17 2.53 2.61

ar, their pooled s (sp = 0.08) was used. The LOD and LOQ were
hen estimated as 0.021 and 0.064 mg/100 mL, respectively. The
OQ corresponds to 13 ppm in the paracetamol tablets or 26%
f the 50 ppm specification limit.

The average results for the standards prepared in
ethanol/H2O (1:1, V:V) are given in Table 2. Again a

uadratic fit seemed most appropriate, while in the restricted
oncentration range 0.1–0.5 mg/100 mL, a test for the signif-
cance of b2 was performed. The second-order polynomial

odel was given by y = 0.2728 + 114.1x − 45.64x2, and
t| = |−45.64/15.70| = 2.907 ≥ ttab(0.05,df=4) = 2.776, indicating
hat the quadratic model still fits better than the straight-line.
ince the test is only borderline significant (p = 0.044) and
ince in this range, the deviation from linearity is small, the
traight-line model was anyway considered to describe the
ata sufficiently well. Thus, the straight-line model (F = 91.04
4-AP (mg/100 mL) + 2.015) was used up to 0.5 mg/100 mL
ith r = 0.9952 and QC = 6.2%.
When comparing Tables 1 and 2, it is observed that the

ignal is much higher in methanol/H2O. The LOD and LOQ
ere determined according to IUPAC (kc = kd = 1.645, kd′ = 3.29,
=β = 5%, kq = 10). The mean response of the blank was 0.10.
ince the standard deviation of the blank was 0.00, again the
tandard deviations of the lower standards were used. When
sing the pooled s of standards 2 till 5 (0.1–0.3 mg/100 mL,
p = 0.18), LOD and LOQ were estimated as 0.0066 and
.020 mg/100 mL, respectively. The latter LOQ corresponds to
.0 ppm in the paracetamol tablets or 8.0% of the 50 ppm spec-
fication limit.

.2. Determination of 4-aminophenol in tablet matrix

.2.1. Linearity, limit of detection and limit of
uantification

The average fluorimetric responses for the standards prepared

n tablet matrix using 0.05% acetic acid as solvent are given in
able 3. It is evident that no calibration is possible.

Comparing Tables 1 and 3, it is observed that in the latter the
uorescence is lost. Possible explanations are adsorption of 4-
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Table 3
Average response (n = 12 for the blank, otherwise n = 6) of the 4-AP calibration line in tablet matrix using either 0.05% acetic acid or methanol/H2O (1:1, V:V)

Standard Concentration
(mg/100 mL)

0.05% acetic acid Methanol/H2O (1:1, V:V)

Average response s %RSD Average response s %RSD

1 = Blank 0.0 0.050 0.0012 2.29 0.294 0.0076 2.60
2 0.1 0.050 0.0013 2.71 9.000 0.0899 1.00
3 0.2 0.055 0.0010 1.78 17.79 0.1381 0.78
4 0.3 0.069 0.0012 1.69 25.34 0.3254 1.28
5 0.4 0.066 0.0012 1.88 32.82 0.3300 1.01
6 0.5 0.075 0.0022 2.88 40.95 0.3404 0.83
7 0.6 0.086 0.0035 4.07 46.82 0.5317 1.14
8 0.7 0.106 0.0012 1.09 49.68 0.3903 0.79
9 40
1 29
1 48
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0.8 0.119 0.00
0 0.9 0.125 0.00
1 1.0 0.115 0.00

P to the excipients, occurrence of quenching and/or inner filter
ffects [27]. It does not seem to make sense to further evaluate
he method in this solvent.

The average results for the standards prepared in
ablet matrix using methanol/H2O as solvent are also
iven in Table 3. A quadratic model seemed to fit the
ata best. However, in the restricted concentration range
.1–0.5 mg/100 mL, a straight-line model also fitted the data
ufficiently well, which was confirmed by the test of the
ignificance of b2. The second-order polynomial model fit-
ed to the data is y = 0.3849 + 88.27x − 14.64x2, and since
t| = |−14.64/6.082| = 2.408 < ttab(0.05,df=3) = 3.182, b2 was not
onsidered significantly different from zero at α= 0.05. There-
ore, it was decided to use the straight-line model, and
o further evaluate whether the LOD, LOQ, precision and
rueness were acceptable. The calibration line (F = 80.97

4-AP (mg/100 mL) + 0.8691) was considered linear up to
.50 mg/100 mL with r = 0.9995 and QC = 2.3%.

Comparing Tables 2 and 3, the response is found lower
hen measuring in tablet matrix. However, statistically

he slopes of these two lines having a different resid-

al variance [28] were considered borderline non-significant
tcal = 2.395 < ttab = 2.591). Possible explanations for the lower
esponse when measuring in tablet matrix are occurrence of

a
e
L

able 4
imit of detection (LOD) and limit of quantification (LOQ) of different analytical m
iological fluids (BF); (–) not reported

ethod Derivatisation DS, DP and/or B

irst derivative UV spectroscopy No DS/DP
econd derivative UV spectroscopy No DS/DP
PLC–UV No DS/DP
PLC–UV No DS/DP
PLC–UV No DS/DP
PLC–ED No DS
PLC–ED No DP
PLC–ED No DS/BF (urine)
E–UV No DS/DP
E–ED No DS
E–ED No DS/DP
IA–vis Yes DP
3.32 55.58 0.3941 0.71
2.29 59.87 0.4503 0.75
4.23 64.61 1.0517 1.63

uenching and/or inner filter effects [27]. Adsorption of 4-AP to
he excipients seems less evident since a linear relation is found
p to 0.50 mg/100 mL. To take matrix interferences into account,
calibration line with matrix-matched standards should thus be
sed.

The LOD and LOQ were determined according to IUPAC
kc = kd = 1.645, kd′ = 3.29, α=β = 5%, kq = 10). When using the
ooled s of standards 1 till 3 (blank–0.2 mg/100 mL, sp = 0.08),
OD and LOQ are estimated as 0.0033 and 0.010 mg/100 mL,

espectively. This LOQ corresponds to 2.0 ppm in the parac-
tamol tablets or 4.0% of the 50 ppm 4-AP specification
imit. Compared to other analytical methods described in
4,6,8,11–16] (Table 4), lower or similar LOD and/or LOQ
alues are obtained with the HPLC–UV [8], HPLC–ED [12],
E–UV [14] and FIA–vis [6] methods. However, the fluorimet-

ic method is not a separation method, while the HPLC or CE
ethods are. Measurements and occasional method transfer are

herefore faster and easier with the former. Above all, it is a spec-
roscopic method that does not require derivatisation, in contrast
o the FIA–vis method. In conclusion, the LOD and LOQ val-
es obtained for the fluorimetric method are found acceptable to

ssay the 4-aminophenol impurity in paracetamol tablets. How-
ver, it needs to be mentioned that it is often not clear how the
OD and LOQ reported in Table 4 were obtained, and usually

ethods for 4-aminophenol in drug substance (DS), drug product (DP) and/or

F LOD (mg/100 mL) LOQ (mg/100 mL) Reference

0.0046 – [8]
0.0041 – [8]
0.01 0.03 [4]
0.0025 – [8]
0.005 0.0145 [11]
0.0001 0.00035 [12]
0.0004 – [12]
0.005 – [13]
0.00112 0.00373 [14]
0.012 – [15]
0.054 – [16]
– 0.001 [6]
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ig. 1. Comparison of calibration line 1 (�) and calibration line 2 (�). For
alibration line 1, the straight-line model fits the data, while for calibration line
, a second-order polynomial model is required.

he applied values of the multiplication factors are not men-
ioned. Therefore, one needs anyway to be careful in comparing
he LOD and LOQ values of the different methods.

.2.2. Precision
For each precision sample, the fluorimetric response (F) was

ormalized (Eq. (9)) before the concentration was calculated

weighted = F × theoretical weight

experimental weight
(9)

For the 0.10 mg/100 mL sample, the repeatability, expressed
s standard deviation, is 3.06 × 10−5, and the time-different
ntermediate precision 5.93 × 10−5. For the 0.25 mg/100 mL
ample, they are 5.35 × 10−5 and 1.45 × 10−4, respectively, and
or the 0.50 mg/100 mL sample, 6.37 × 10−5 and 9.21 × 10−5,
espectively. When using the pooled standard deviation, the
epeatability is 5.12 × 10−5 and the time-different intermediate
recision 1.05 × 10−4. In conclusion, both the repeatability and
he time-different intermediate precisions were found acceptable
n the examined 4-AP concentration range.

.2.3. Trueness: predictability of the method
The above calibration lines 1 (Section 4.2.1) and 2 (prepared

or determining the trueness) are compared (Fig. 1). Calibration
ine 2 deviates more from linearity, which is confirmed
y the test for significance of b2. For this line 2, the straight-line
odel is y = 2.243 + 70.15x and the second-order model
= 0.1392 + 95.40x − 49.09x2. Since

t| = |−49.09/11.19| = 4.387 ≥ ttab(0.05,df=7) = 2.365, the
uadratic model fits better. Both models were used to
valuate the trueness of the method. Possibly, the difference
n linearity is inherent to the fluorimetric technique, which
s sensitive to day-to-day temperature changes. However, a
emperature control during the measurements is not possible,
ince the laboratory, where the fluorimetric equipment is

ocated, is not thermostatted.

Table 5 shows the average fluorimetric responses (n = 3) of the
rediction set in tablet matrix using methanol/H2O as solvent.
he responses for both the calibration line and the prediction set Ta
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Table 5) were rather similar to those of the calibration line mea-
ured in tablet matrix (Table 3), but lower than those measured
n solvent (Table 2).

The concentrations are predicted from both models (Table 5).
he bias of standard 9 (possible outlier) is the highest. The pre-
iction from the second-order model is somewhat better than that
rom the straight-line. For the latter model, the average %recov-
ry was 102.35% (range 91.49%–107.92%) and the RMSEP
.01959 mg/100 mL. For the second-order model, they are
00.37% (range 91.61%–105.84%) and 0.01652 mg/100 mL,
espectively. The RMSEP’s are compared to the specifica-
ion limit of 50 ppm 4-AP/PARA, i.e. 0.25 mg/100 mL. The
MSEP’s of 0.01959 mg/100 mL for the straight-line model and
f 0.01652 mg/100 mL for the second-order model correspond
o 7.8 and 6.6% of that limit. When discarding standard 9, the
ange of %recovery is 97.43–107.92% for the straight-line model
nd 98.75–105.84% for the second-order model. Thus, in con-
lusion, the prediction was found best for the second-order poly-
omial model in the examined range of 4-AP concentrations.

.3. Determination of 4-aminophenol in white 500 mg
aracetamol tablets

The results of the sample solution, without supplementary
piked 4-AP, were about the same as that of the blank of Table 3.
herefore, sample solutions spiked with 0.25 or 0.10 mg/100 mL
-AP were prepared. From the difference in responses before
nd after spiking, the added concentrations were predicted.

hen adding 0.250 mg/100 mL 4-AP, the predicted concen-
ration was 0.255 ± 0.002 mg/100 mL 4-AP (n = 6), and when
dding 0.100 mg/100 mL 4-AP, it was 0.105 ± 0.001 mg/100 mL
n = 6). Thus, the added concentrations are correctly predicted,
hich implies that the 4-AP quantity in the paracetamol tablets

s too low to be assayed.

.4. Determination of 4-aminophenol in other
aracetamol-containing drug formulations

.4.1. Paracetamol tablets with a blue coating
It was also tried to assay the 4-aminophenol content in 500 mg

aracetamol tablets with a blue coating, containing a blue dye
hat disturbs the FIA–vis assay [6]. Therefore a transfer to the
uorimetric method was evaluated. Since the blue dye might
lso disturb the fluorimetric determination, its excitation and
mission spectra were measured. However, even for high dye
oncentrations, no emission was observed. Moreover, the dye
as a negligible fluorimetric response (F < 0.050) at the excita-
ion and emission wavelengths of 4-AP in methanol/water.

Although the blue dye concentration in the coating is
onstant, its concentration in solution after sonication and cen-
rifugation is variable. A possible explanation could be that a
art of the dye is present as a soluble dye absorbed onto a sub-
trate of silica, aluminium oxide or some other type of inorganic

aterial, and in the different samples, it does not desorbs equally

rom the substrate. The dye concentration in solution was deter-
ined by measuring 10 solutions, each from one blue tablet

oating per 10.0 mL (after sonication and centrifugation), and a

e
g
s
5

a 75 (2008) 258–265

lue dye calibration line. The dye concentration in the solutions
aried between 0.7 and 1.1 mg/100 mL. Therefore, to simulate
he assay of 4-AP in a sample prepared from 10 tablets dissolved
n 100 mL solvent, three calibration lines and corresponding
rediction sets were prepared and measured in tablet matrices
ontaining 0.7, 0.9 and 1.1 mg/100 mL blue dye, respectively.
esides a blank, 4-AP standards with concentrations of 0.1, 0.2,
.3, 0.4 and 0.5 mg/100 mL were prepared. The concentrations
f the prediction solutions were 0.10, 0.15, 0.20, 0.25, 0.30, 0.35,
.40, 0.45 and 0.50 mg/100 mL. After sonication (15 min) and
entrifugation (20 min at 3000 rpm), the supernatant was mea-
ured at least four times at the maximal excitation and emission
avelengths of 4-AP.
For the calibration and prediction solutions containing

.7 mg/100 mL blue dye, the average %recovery was 98.13%
range 92.19%–105.83%) and the RMSEP 0.01440 mg/100 mL.
or those with 0.9 mg/100 mL blue dye, the average %recov-
ry was 114.11% (range 106.29%–119.11%) and the RMSEP
.04315 mg/100 mL. These are worse results than those with 0.7
nd 1.1 mg/100 mL blue dye, because the calibration line and the
rediction set with 0.9 mg/100 mL blue dye were measured on
ifferent days. For the solutions with 1.1 mg/100 mL blue dye,
he average %recovery was 96.83% (range 90.83–104.75%) and
he RMSEP 0.02418 mg/100 mL. In conclusion, the prediction
s bad.

The average response for solutions with the same 4-AP con-
entration was seen to decrease when the blue dye concentration
ncreases. Since different blue paracetamol tablets provide dif-
erent amounts of dye, which is affecting the response, a problem
ccurs. For each dye concentration, i.e. for each tablet, a different
-AP calibration line would be required, which is unfeasible.

The above problems are illustrated when the 4-AP con-
entrations of all prediction samples, regardless the blue dye
oncentration, are predicted from one calibration line, e.g. that
ith 0.9 mg/100 mL. Bad average %recovery and RMSEP were
btained, i.e. 118.66% and 0.06456 mg/100 mL, respectively.
imilarly, all samples were once estimated from the calibration

ines with 0.7 or 1.1 mg/100 mL blue dye, resulting in an average
recovery of 88.47% and 104.00%, respectively, and a RMSEP

f 0.04950 and 0.03126 mg/100 mL, respectively. Both RMSEP
re lower than when using the calibration line of 0.9 mg/100 mL,
ut still the prediction is bad. Thus, a separation method seems
o be required for this type of samples.

.4.2. Soluble powder containing paracetamol
It was also tried to determine the 4-AP quantity in a

oluble powder, containing 750.0 mg paracetamol, 10.0 mg
seudoephedrine hydrochloride, 60.0 mg ascorbic acid, 4.18 g
xcipients and a yellow dye. Since all (active) ingredients
howed a negligible fluorimetric response (F < 0.050) at the
xcitation and emission wavelengths of 4-AP in methanol/H2O,
calibration line in powder matrix was prepared. This pow-

er matrix contained all excipients and all active substances,

xcept paracetamol. After sonication (15 min) and centrifu-
ation (20 min at 3000 rpm) of the calibration standards, the
upernatants were measured five times. Contrary to the white
00 mg paracetamol tablets, where 4-AP could be determined,
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lmost no fluorimetric signal was measured in the powder matrix
ith methanol/H2O as solvent. A possible explanation for the
roblems occurring is the large difference in the amount of excip-
ents between the tablets and the powder. In the tablets 500 mg
aracetamol is present and the amount of excipients is about
00 mg (total = 600 mg). In the soluble powder 750 mg paraceta-
ol, 10 mg pseudoephedrine hydrochloride, and 60 mg ascorbic

cid are present and the amount of excipients is about 4.18 g
total = 5 g). Much more excipients are present in the powder.
bove all, more excipients will dissolve, since it is a soluble
owder, and therefore, more quenching or a higher inner filter
ffect [27] may occur. This could explain why the fluorescence
as lost.
It was tried to dissolve less excipients by reducing the sonica-

ion time, but a minimum of 10 min is needed to dissolve 4-AP
6]. Fluorescence also then was lost. Thus, also here a separation
ethod seems to be required.

. Conclusions

A fluorimetric method to assay 4-aminophenol in paraceta-
ol tablets was validated. Although a quadratic model seemed
ost appropriate to describe the data, it was found that in a

estricted concentration range up to 0.50 mg/100 mL 4-AP a
inear model could as well be applied.

The fluorimetric response in methanol/H2O was higher than
n 0.05% acetic acid. When acetic acid was used, no calibra-
ion was possible. For the linear model, the LOD, LOQ, and
recision estimates were acceptable. The limits of detection
LOD) and quantification (LOQ) were found to be lowest when
sing methanol/H2O as solvent. Then the LOD and LOQ were
.0033 and 0.010 mg/100 mL (∼2.0 ppm 4-AP/PARA), respec-
ively, which is acceptable since the 4-AP quantity that needs
o be quantified is 0.25 mg/100 mL, corresponding to 50 ppm 4-
P/PARA when 10 tablets are dissolved in 100 mL solvent. The
recision of the method was acceptable since both the repeata-
ility and the time-different intermediate precision were good in
he concentration range considered. From the pooled standard
eviations, they were estimated as 5.12 × 10−5 and 1.05 × 10−4,
espectively. Concerning the trueness, the average %recov-
ry and the RMSEP were 102.35% and 0.01959 mg/100 mL,
hen using the straight-line model. However, the prediction

rom the quadratic model was found to be somewhat bet-
er: the average %recovery and the RMSEP were 100.37%
nd 0.01652 mg/100 mL. All trueness values were considered
cceptable.
This method could possibly be transferred to assay other
aracetamol-containing pharmaceutical formulations, provided
hat the tablet, syrup, . . ., i.e. the matrix, has a constant
omposition (does not contain disturbing and variable dye con-
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entrations, for instance), and that the amount of dissolved
xcipients is not too high, since otherwise fluorescence might
e lost.
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bstract

The effect of oxidation of activated carbon (AC) with various oxidizing agents (nitric acid, hydrogen peroxide, ammonium persulfate) on precon-
entration of metal ions (Cr3+, Mn2+, Pb2+, Cu2+, Cd2+ and Zn2+) from environmental waters prior to their flame atomic absorption spectroscopic
nalysis was investigated. The highest recoveries and adsorption capacities towards metal ions were achieved when using nitric acid-oxidized AC
sorbent AC-NA) as preconcentrating sorbent at pH 9. A preconcentration procedure was optimized using AC-NA as sorbent, which was then
ompared with non-oxidized AC in terms of analytical performance of the preconcentration method. Higher sensitivity, lower detection limits and
ider linear ranges were achieved when AC-NA was used. The analytical performance of the method using AC-NA as preconcentrating sorbent was
lso compared with nitric acid-oxidized multi-walled carbon nanotubes (sorbent MWCNT-NA) and non-oxidized multi-walled carbon nanotubes
sorbent MWCNT). The analytical performance of the preconcentration method using AC-NA was close to MWCNT-NA, but AC-NA was better
han non-oxidized MWCNT. Application of the optimized preconcentration method (using AC-NA sorbent) to environmental waters (tap water,
eservoir water, stream water) gave spike recoveries of the metals in the range 63–104%.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Monitoring environmental pollutants at ultra-trace level
eeds an effective sample preconcentration step. Solid phase
xtraction (SPE) is the most common technique used for pre-
oncentration of analytes in environmental waters. In SPE
rocedure, the choice of appropriate adsorbent is a critical fac-
or to obtain full recovery and high enrichment factor. Many
orbents have been used for preconcentration of pollutants,
uch as activated carbon (AC), multi-walled carbon nanotubes
MWCNT), etc. Sometimes it is useful to consider the cost of
orbent, in addition to its analytical performance. AC is a rel-
tively cheap sorbent, while MWCNT is a relatively expensive

ne.

AC is an excellent-common sorbent consisting of graphite
heets randomly substituted with hetero-atoms (mainly oxygen)

∗ Tel.: +962 5 3903333; fax: +962 5 382 6613.
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oi:10.1016/j.talanta.2007.10.039
; Preconcentration; Water samples; Atomic absorption spectrometry

1]. The surface properties of AC may improve or hinder its
bility to adsorb certain species. Reports have explored the role
f surface chemistry, oxygen content and textural properties of
Cs on its adsorption properties [2–6]. Characteristics of AC
epend on the precursor and the activation technique employed
n the manufacturing process of AC [6]. These characteristics

ay be altered by treatment of AC with certain oxidizing agents,
uch as nitric acid, ammonium persulfate, hydrogen peroxide,
tc. By this treatment, it is possible to alter the textural properties
f the AC and to generate acidic oxides (carboxylic, phenolic,
actonic) and/or basic groups (pyrone-like groups) on the surface
f AC.

Authors have previously used AC for enrichment of metals
rom environmental samples prior to their analysis. Jankowski
t al. [7] reported the preconcentration of cadmium, copper,
hromium, iron, manganese, lead and zinc ions from water

amples by adsorption on AC at pH 8–8.5 coupled with con-
inuous powder introduction microwave induced plasma atomic
mission spectroscopic analysis. Yusof et al. [8,9] reported the
etermination of some toxic metals from water samples after
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reconcentration on modified AC (Zr/AC) and non-modified AC
oupled with neutron activation analysis. They found that Zr/AC
as capable of adsorbing As5+, Se6+, Cr6+ and Hg2+ ions at any
H, while AC was capable of adsorbing As3+, Se4+, Cr3+ and
g+ ions at high pH values. Yaman et al. [10–12] reported the use
f AC for speciation of copper, nickel and lead from soil samples.
aman and Avci [13] reported the determination of beryllium

n solid samples after preconcentration on AC at various pH
alues. Beinrohr et al. [14] reported on-line preconcentration of
r3+ on AC from water samples at pH 7, while total chromium
as determined after reduction of chromate into Cr3+. Gil et

l. [15,16] reported on-line preconcentration and speciation of
r6+ and Cr3+ from water samples by sorption on conical mini-
olumn packed with AC at pH 5. Sommer et al. [17] reported
peciation of mercury by trapping on AC surface then desorption
ollowed by gas chromatographic analysis. Granados et al. [18]
eported preconcentration of radioactive Co60 on AC. Adsorp-
ion of cadmium on AC was also reported by LeyvaRamos et al.
19], in which maximum adsorption occurred at pH 8. Precon-
entration of Se4+ from agricultural and natural water samples
y precipitation on AC surface was reported by Berotino et al.
20], van der Hock et al. [21] and Castilla et al. [22]. Babel and
urniawan [23] reported the use of AC modified with oxidizing

gents (HNO3 and H2SO4) for removal of Cr6+ from synthetic
astewater. It was evident that nitric acid treated-AC showed
etter Cr6+ removal than as-received AC in terms of adsorption
ate and adsorption capacity. Zhang et al. [24] studied the role
f physical and chemical properties of AC on lead speciation.

Multi-walled carbon nanotubes (MWCNT), which is an
xpensive sorbent, were previously used for preconcentration
f metal ions, such as rare earth elements [25], copper [26,27],
ilver [28] and cadmium [27,29]. Munoz et al. [30] reported the
peciation of organo-metallic compounds of lead, mercury and
in in environmental samples using MWCNT. Some researchers
ave tried to improve the properties of the MWCNT via oxida-
ion with nitric acid. For example, Zhang et al. [31] reported
hat diameter of the single-walled carbon nanotubes may be
nlarged by nitric acid treatment. Liang et al. [32] applied nitric
cid-oxidized MWCNT to concentrate cadmium, manganese
nd nickel ions. Hennrich et al. [33] reported the modification
f adsorption properties of single-walled carbon nanotubes via
itric acid exposure. Chakraborty et al. [34] found that treatment
f the carbon nanotubes with nitric acid/sulfuric acid mixture
hen baking at 1000 ◦C increased its surface area.

Although some works (such as those of Babel and Kurniawan
23] and Zhang et al. [24]) have reported the use of oxidized AC
or adsorption (removal) of heavy metals from aqueous medium,
owever, to the best of our knowledge, it seems that nobody has
tudied the effect of oxidation of AC on its preconcentration per-
ormance towards metal ions from water samples. Additionally
one of the researchers who conducted research on preconcen-
ration of metal ions have compared the enrichment efficiency
f oxidized AC with that of MWCNT.
In this work, the effect of oxidation of AC with various
xidizing agents (nitric acid, hydrogen peroxide, ammonium
ersulfate) on preconcentration of metals from environmen-
al waters was reported. Metal ions selected were Cr3+, Mn2+,

f
s
a
m
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b2+, Cu2+, Cd2+ and Zn2+. Comparison between the analytical
erformance achieved by using oxidized AC and non-oxidized
C as preconcentrating sorbents for metal ions from water was

eported for the first time in this work. Additionally the analytical
erformance of the oxidized AC was also compared with non-
xidized and nitric acid-oxidized MWCNT as preconcentrating
orbents for metal ions.

. Experimental

.1. Standard solutions and reagents

Standard stock solutions (1000 �g mL−1), of individual met-
ls, were purchased from the following suppliers: Cd2+ and Cr3+

tandard solutions from Aldrich; Pb2+ standard solution from
DH; Cu2+ standard solutions from Scharlau, Zn2+ and Mn2+

tandard solutions from Panreac. Working standard solutions
ere prepared by appropriate dilution of the stock standard solu-

ions. All the reagents used were of analytical grade or better.
oubly distilled water was used throughout the work. The fol-

owing buffers were used to control the pH of water samples:
ydrochloric acid–glycine (pH 1–3), sodium acetate–acetic acid
pH 3–6), disodium hydrogen phosphate–sodium dihydrogen
hosphate (pH 6–8), and ammonium chloride–ammonia (pH
–10).

Activated carbon (AC) was purchased from Sigma (untreated
ranular activated charcoal, 20–60 mesh, product number
3014). Multi-walled carbon nanotube (MWCNT) was pur-
hased from Shenzhen Nanotechport Co. Ltd., Shenzhen, China.
WCNT was of 5–15 �m length and 10–30 nm external diam-

ter. Before use, MWCNT was dried at 80 ◦C for 2 h.

.2. Oxidation of sorbents

AC was oxidized with various reagents to study the effect
f oxidation of AC on its on enrichment efficiency towards the
argeted metal ions. Details of oxidation conditions are shown in
able 1. Oxidized sorbents were thoroughly washed with dou-
ly distilled water and then dried. The produced sorbents were
abelled AC-NA, AC-HP and AC-APS, which refers to AC sor-
ents oxidized with nitric acid, hydrogen peroxide and ammo-
ium persulfate, respectively. AC refers to non-oxidized AC.

MWCNT was oxidized with nitric acid in a procedure similar
o that of AC-NA, which is shown in Table 1. The produced
orbent was labeled MWCNT-NA. Sorbent MWCNT refers to
on-oxidized MWCNT.

.3. Characterization of ACs

Characterization of the oxidized ACs and the non-oxidized
C involved determination of methylene blue relative surface
rea; determination of iodine numbers; and determination of sur-

ace oxides by Boehm titrations. Methylene blue (MB)-relative
urface area [35,36] was estimated by introducing 25 mL of
queous solutions of 10, 20, 30, 40, 50, 60, 70, 90, 110 mg L−1

ethylene blue separately into 50 mL conical flasks each con-
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Table 1
Preparation conditions and characteristics of the oxidized ACs and non-oxidized AC with appropriate labelling of the sorbents

Adsorbent
abbreviation

Oxidation conditions MB relative surface
area (m2 g−1)

Iodine number
(mg g−1)

Boehm titrations

a b c d e

AC – 303 200 1.46 0 0 0 0
AC-NA 100 mL of conc. HNO3, 25 ◦C, 24 h 240 140 0.121 2.164 0.613 0.563 0.988
AC-APS 100 mL of a saturated solution of (NH4)S2O8

in 1 M H2SO4, 25 ◦C, 18 h
205 120 0.135 2.151 0.625 0.288 1.238

AC-HP Mixture of 50 mL H2O2 and 50 mL 1 M
◦

265 170 0 2.051 0.838 0.438 0.775
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The optimum SPE procedure was applied first on un-spiked
real water samples and then on real water samples spiked with
H2SO4, 50 C, 1 h

ote—(a) total basic group (mmol g−1), (b) total acidic group (mmol g−1), (c)
mmol g−1).

aining 25 mg of the adsorbent. The tubes were tightly stoppered
nd left for one week in the dark, with shaking from time to time.
he remaining concentrations were analyzed spectrometrically
t 614 nm. Langmuir adsorption isotherms were plotted to find
he monolayer capacity through which MB-relative surface areas
ere estimated [35,36]. The determination of surface oxides
as described by Boehm [37]. Iodine numbers were estimated

ccording to procedure described by ASTM [38].

.4. Apparatus

An Analyst 300 Perkin-Elmer atomic absorption spectrom-
ter was used for the quantitative determination of all metals
nder the following conditions: optical path was 10 mm; slit
idth was 0.7 nm for all metals except for Mn it was 0.2 nm;
avelength was 279.5 nm for Mn, 357.9 nm for Cr, 217.0 nm

or Pb, 228.8 nm for Cd, 324.8 nm for Cu, 213.9 nm for Zn;
amp current was 30 mA for Mn lamp, 25 mA for Cr lamp,
0 mA for Pb lamp, 4 mA for Cd lamp, 15 mA for Cu lamp,
5 mA for Zn lamp. Instrumental conditions for electro-thermal
tomic absorption spectrometric (ET AAS) method were similar
o those described by Sweileh [39].

A Cary 100 Bio UV–vis spectrophotometer was used for
etermination of the remaining concentrations of methylene
lue. A visiprep-12-port vacuum manifold (from Supelco)
onnected to a vacuum pump (KNF NEUBERGER D-7800,
ermany) was used to control the flow rate in the preconcentra-

ion procedure of metals.

.5. Cartridge preparation

Cartridge was prepared by placing a specific mass of the
orbent in an empty 6 mL polypropylene SPE-tube “filtration
ube” (from Supelco). Polyethylene frits “from Supelco” were
sed to hold the adsorbent packing in the cartridge. Cartridge was
reconditioned by washing with 6 ml of 1.0 M HNO3, then with
2 ml of doubly distilled water, then with 12 ml of the desired
uffer solution, ahead of the preconcentration procedure.
.6. General preconcentration procedure

The desired mass of the sorbent was packed into the SPE-
artridge and preconditioned as described in Section 2.5. Water

t
S
w
s

lic groups (mmol g−1), (d) lactonic groups (mmol g−1), (e) carboxylic groups

ample (spiked with the desired concentration of metal ions
nd adjusted to the desired pH value) was then passed through
he cartridge. The flow rate was maintained at 6 mL min−1.
ubsequently, metals retained on the cartridge were eluted
ith the desired volume and concentration of nitric acid

olution.

.7. Determination of adsorption capacity of the
orbents

Adsorption capacity of the sorbents was estimated in separate
xperiments at optimum pH by passing 50 mL of 10 �g mL−1 of
ach metal ion solution (separately) into a 0.200 g of the sorbent
acked in the cartridge and preconditioned as described above.
he adsorbed metal was eluted with 10 mL of 1.0 M HNO3 to
nsure full elution.

.8. Environmental water samples

Three types of environmental waters were used for evalua-
ion of the proposed SPE method; tap water, reservoir water and
tream water. Tap water samples were collected after flowing for
0 min from various water taps in our school at various days, and
hen pooled and used to generate a composite tap water sample.
eservoir water composite sample was generated by collect-

ng various samples from local household reservoirs, which are
nown to store water for several weeks. Stream water compos-
te sample was generated by collecting various samples from
l-Zarqa stream from various positions at various days. Before
se, all the environmental water samples were filtered through
.45 �m micropore membranes and stored in polyethylene bot-
les at 4 ◦C.

.9. Application of the proposed method on real water
amples
he target metal ions. To ensure reproducibility of the results,
PE procedures were applied in five replicates (n = 5), after
hich each extract was analyzed for metal ions as separate

ample.
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at pH 5 were not satisfactory and thus pH 9 was selected as
the optimum pH of aqueous solution in the preconcentration
process.
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. Results and discussion

.1. Characterization of the oxidized and non-oxidized ACs

The oxidized and non-oxidized ACs were characterized in
ur laboratory by relative surface area estimation by Methylene
lue adsorption method, iodine number and Boehm titrations.
he results are shown in Table 1. From Boehm titrations, it

s noted that nitric acid oxidation produced maximum number
f oxygen-containing groups in each category as classified by
oehm [37]. Hydrogen peroxide treatment significantly reduced

he number of basic groups but enhanced number of acidic sur-
ace oxides. Ammonium persulfate treatment resulted in the
eneration of the greatest number of strongly acidic carboxylic
roups.

From Table 1, it is noted that Methylene blue (MB) adsorp-
ion is less favored on oxidized activated carbon sorbents relative
o non-oxidized activated carbon. It was reported by Krupa
nd Canon [40] that MB adsorption occurs mainly within large
icropores and mesopores. The decrease in MB relative surface

rea is probably due to more carboxyl groups on the surface and
hus forming water clusters, which blocks micropore openings
4] and hinders the passage of MB molecules inside micropores.
dditionally El-Sheikh et al. [41] reported that nitric acid treat-
ent decreases the surface area and pore volume of the AC. A

imilar trend was also observed in the results of iodine number
Table 1).

.2. Adsorption capacity of the oxidized and non-oxidized
Cs

Adsorption capacity of the oxidized and non-oxidized ACs
owards metal ions was estimated as described in Section 2.7.
he results are presented in Table 2. It is noted that the low-
st adsorption capacity of AC was found towards Mn2+ and
n2+. Oxidation of AC with various oxidizing agents generally

ncreased the adsorption capacity towards all metal ions, but
he highest increase was observed with AC-NA. This explains
he highest recoveries achieved in the preconcentration process
sing AC-NA as the preconcentrating sorbent (see later Section
.3.2).

.3. Optimization of the preconcentration procedure using

C as sorbent

Optimization of preconcentration procedure is an important
rocess to get appropriate enrichment efficiency and full recov-

able 2
dsorption capacity (mg g−1) of oxidized and non-oxidized AC towards metal

ons at pH 9

Mn2+ Cr3+ Pb2+ Cd2+ Cu2+ Zn2+

C 0.095 0.117 0.336 0.280 0.225 0.076
C-NA 0.248 0.178 0.555 0.392 0.366 0.270
C-APS 0.221 0.102 0.186 0.121 0.107 0.255
C-HP 0.228 0.195 0.505 0.352 0.304 0.262

F
n
(
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ry. The effect of oxidation of AC with various oxidizing agents
as the main factor investigated in this work. Other variables

hat were investigated included: pH of water sample, concen-
ration and volume of eluting solvent, mass of adsorbent and
reakthrough volume.

.3.1. Effect of pH of water sample
It is believed that pH of the solution affects the structure

f adsorbent surface and the structure of adsorbate present in
he aqueous solution. For example, at basic pH medium, met-
ls are precipitated as their hydroxides while functional groups
n adsorbent surface (carboxyl, phenolic, lactonic) exist in the
eprotonated form. On the other hand, at acidic pH medium,
ree metal ions exist in solution while surface functional groups
resent in the protonated form. Thus the mechanism of metal
ptake may vary at various pH values.

A series of experiments was performed to investigate the
nfluence of sample pH over the range from pH 1 to10. The
hree oxidized sorbents (AC-NA, AC-HP, AC-APS) and the non-
xidized AC were tested for preconcentration of the metal ions
n aqueous solutions at various pH values. Variations of the per-
entage recovery of metal ions with changing the pH of water
ample using various sorbents are shown in Figs. 1–4. It is gen-
rally noted that the highest recoveries were achieved at pH 9 for
lmost all metal ions with all the oxidized and the non-oxidized
C sorbents. Moderate recovery was sometimes achieved at pH
for some metals, such as for Pb2+ using AC-APS sorbent

Fig. 3). The high recovery achieved for metal ions at pH 9
s probably due to precipitation of their hydroxides at this pH
alue, and thus metal hydroxides are captured inside the micro-
ores of AC or stick to the surface of AC. On the other hand,
t pH 5 metal ions uptake is probably due to direct binding of
he metal ions with the acidic surface groups that are present
n the activated carbon surface. However, recoveries achieved
ig. 1. Effect of pH of the water sample on % recovery of the metal ions using
on-oxidized AC sorbent: 25 mL water sample spiked with 0.30 �g mL−1 metal
each), 0.200 g sorbent, elution with 10 mL of 0.50 M HNO3.
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Fig. 2. Effect of pH of the water sample on % recovery of the metal ions using
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C-NA sorbent: 25 mL water sample spiked with 0.30 �g mL−1 metal (each),
.200 g sorbent, elution with 10 mL of 0.50 M HNO3.

.3.2. Effect of adsorbent oxidation
The preconcentration efficiency of the oxidized AC was

ompared with the non-oxidized AC sorbent at pH 9. The non-
xidized AC sorbent (Fig. 1) did not give satisfactory percentage
ecovery for all metal ions at pH 9, i.e. percentage recoveries are
0% for Pb2+, 22% for Zn2+, 58% for Cu2+, 30% for Cr3+, 68%
or Cd2+ and 28% for Mn2+.

It is noted that using AC-NA sorbent has generally improved
he recovery at pH 9 for all metal ions relative to the non-oxidized
C (Fig. 2). Thus at pH 9, the recovery increased for Mn2+ from
8% to 85%; for Cd2+ the recovery increased from 68% to 100%;
or Cr3+ the recovery increased from 30% to 60%; for Cu2+ the
ecovery increased from 58% to 102%; for Zn2+ the recovery
ncreased from 22% to 85%; while the recovery of Pb2+ was

lmost unchanged.

Treatment of AC with ammonium persulfate gave unexpected
esults (Fig. 3). It is noted that recoveries of Zn2+ and Mn2+

ncreased four times (Fig. 3) relative to the non-oxidized AC

ig. 3. Effect of pH of the water sample on % recovery of the metal ions using
C-APS sorbent: 25 mL water sample spiked with 0.30 �g mL−1 metal (each),
.200 g sorbent, elution with 10 mL of 0.50 M HNO3.
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ig. 4. Effect of pH of the water sample on % recovery of the metal ions using
C-HP sorbent: 25 mL water sample spiked with 0.30 �g mL−1 metal (each),
.200 g sorbent, elution with 10 mL of 0.50 M HNO3.

Fig. 1); but unfortunately recoveries of Pb2+, Cd2+, Cu2+ and
r3+ significantly decreased relative to the non-oxidized AC

orbent.
Treatment of AC with hydrogen peroxide gave recovery range

5–85% for metal ions at pH 9 (Fig. 4). These recoveries (Fig. 4)
re generally higher than recoveries obtained with non-oxidized
C (Fig. 1), but they are generally lower than those obtained
ith AC-NA sorbent (except for Cr3+) (Fig. 2).
Two postulates may be proposed to explain the highest recov-

ries achieved with AC-NA. The first postulate is that oxidation
ncreases the oxygen content and thus increases the hydrophilic-
ty of the surface (see Section 3.1 above), which in turn promotes
he formation of water clusters on the activated carbon surface.
his may facilitate the uptake process of metal hydroxides at
H 9, in which metal uptake is probably due to H-bonding of
he metal hydroxides to the hydrophilic surface of AC. Thus

etal hydroxides stick to the hydrophilic surface of AC. The
econd postulate is that nitric acid treatment may alter the poros-
ty of the surface in a manner that makes it more capable of
apturing precipitated metal hydroxides. El-Sheikh et al. [41]
eported that nitric acid treatment decreases the surface area
nd pore volume of the AC. Thus a decrease in the diameter
f the pore openings occurred. This may support the retaining
rocess of the precipitated metal hydroxides inside the pores
f AC.

Due to the highest recoveries achieved with AC-NA sorbent
t pH 9, this sorbent was selected for subsequent optimiza-
ion of the preconcentration SPE procedure of metal ions at
H 9.

.3.3. Optimization of other parameters
Nitric acid was used as the eluting solvent in this work. The
ptimum concentration of nitric acid is 1.0 M HNO3, while
0 mL of this eluting solvent is the optimum volume to elute
aximum amount of the adsorbed metal ions. The optimum
ass of AC-NA is 0.400 g, while the breakthrough volume is

00 mL.
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.3.4. The optimum preconcentration method
Based on the above discussion, the following optimized

ethod is proposed for preconcentration of the metal ions using
C-NA as sorbent:

400 mL aqueous solution (containing the metal ions simulta-
eously) at pH 9 is passed through a 0.400 g of AC-NA packed
nside the cartridge and preconditioned as described in Section
.5. The retained metals are eluted with 10 mL of 1.0 M HNO3
olution and then directly analyzed by the flame atomic absorp-
ion spectroscopy (FAAS) under the conditions stated in Section
.4.

.3.5. Effect of coexisting ions
The effect of coexisting ions on preconcentration of metal

ons using AC-NA as sorbent at pH9 was investigated by
dding the following amounts of interfering ions (separately)
o water samples containing 0.30 �g mL−1 of each metal ion:
000 �g mL−1 Na+, 1000 �g mL−1 K+, 50 �g mL−1 Al3+,
00 �g mL−1 SO4

2−, 500 �g mL−1 Ca2+, 500 �g mL−1 Mg2+,
00 �g mL−1 HCO3

−, 10 �g mL−1 Fe3+. Water samples were
hen treated according to the optimum SPE procedure (see

ection 3.3.4). Results are not given, but they indicated that

he % recovery of all metals remained above 90%, even
n the presence of the assigned concentrations of coexisting
ons.

l
d
t
i

able 3
nalytical performance of the proposed SPE method using AC-NA, AC, MWCNT-N

Linear range
(ng mL−1)

R2 Detection lim
(ng L−1)

orbent: AC-NA
Mn2+ 20–300 0.9997 54
Cr3+ 20–300 0.9939 88
Pb2+ 20–300 0.9990 193
Cd2+ 20–300 0.9998 42
Cu2+ 20–300 0.9997 84
Zn2+ 20–300 0.9832 33

orbent: AC
Mn2+ 20–100 0.9999 113
Cr3+ – – –
Pb2+ 20–100 0.9999 187
Cd2+ 20–100 0.9911 465
Cu2+ 20–100 0.9414 226
Zn2+ 20–100 0.9345 302

orbent: MWCNT-NA
Mn2+ 20–150 0.9978 38
Cr3+ 20–300 0.9990 37
Pb2+ 20–300 0.9999 214
Cd2+ 20–150 0.9973 24
Cu2+ 20–300 0.9998 46
Zn2+ 20–200 0.9936 9

orbent: MWCNT
Mn2+ – – –
Cr3+ 20–100 0.9324 310
Pb2+ 20–100 0.9985 378
Cd2+ 20–100 0.9997 116
Cu2+ 20–100 0.9978 47
Zn2+ 20–150 0.9925 9
75 (2008) 127–134

.4. Comparing the enrichment efficiency of AC–NA with
on-oxidized AC

For the purpose of comparing the enrichment efficiency of
orbent AC-NA with that of non-oxidized AC, the optimum pre-
oncentration method (described in Section 3.3.4) was applied
y using either AC-NA or the non-oxidized AC. The two sor-
ents will be compared in terms of linear range, detection limit
nd sensitivity of the preconcentration methods. For that pur-
ose, 400 mL of doubly distilled water samples were spiked with
arious concentrations of the metal ions: 20, 50, 100, 150, 200,
50 and 300 ng mL−1 and then enriched (using either AC-NA or
on-oxidized AC) according to the optimized preconcentration
ethod. Preconcentration experiments were performed in five

eplicates (n = 5) and the five extracts were analyzed as separate
amples.

Precision was estimated as percent relative standard devi-
tions (%RSD, n = 5). Linear ranges for the metal ions were
stimated based on the value of the R-squared for the calibra-
ion curve. Sensitivity of the method (m) for each metal ion was
stimated as the slope of the calibration curve. The detection

imit for each metal ion was estimated as three times the stan-
ard deviation of the blank signal. The analytical parameters of
he method using both sorbents (AC-NA and AC) are presented
n Table 3.

A and MWCNT towards the targeted metal ions

it %RSD range (n = 5) Slope Intercept

1.1–2.9 0.980 0.930
1.1–3.5 0.845 0.793
1.5–3.8 0.185 0.753
1.5–3.9 1.720 0.680
1.7–4.5 0.680 0.450
1.1–3.1 4.189 0.516

0.8–3.6 0.325 1.612
– – –
1.1–4.2 0.195 0.022
0.9–3.3 0.450 5.628
1.3–4.2 0.419 8.242
1.6–3.6 2.923 61.08

0.9–3.4 0.865 0.425
1.1–3.9 0.901 0.339
1.2–4.0 0.181 0.683
1.3–3.1 1.402 0.161
1.5–4.0 0.722 0.321
1.3–3.5 4.179 0.365

– – –
1.3–3.6 0.116 0.339
1.5–4.1 0.170 0.683
0.9–3.4 0.258 0.060
1.1–3.8 0.557 0.323
1.0–3.9 3.895 0.367
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Table 4
Concentration of metal ions (�g L−1 ± �, n = 5) in the unspiked environmental waters and their spike recoveries (n = 5) using AC-NA according to the optimized
SPE procedure

Tap water Reservoir water Stream water

Mn2+ Found concentration (ng mL−1) in unspiked water sample. NDa NDa 77.2 ± 3.1b

Spike recovery range, %c 85–95 97–100 85–100

Cr3+ Found concentration (ng mL−1) in unspiked water sample. NDa NDa 20.1 ± 1.6b

Spike recovery range, %c 90–100 88–100 98–102

Pb2+ Found concentration (ng mL−1) in unspiked water sample. NDa NDa 22.7 ± 2.6b

Spike recovery range, %c 63–100 77–100 95–100

Cd2+ Found concentration (ng mL−1) in unspiked water sample. NDa NDa 26.3 ± 2.4b

Spike recovery range, %c 98–104 97–103 97–101

Cu2+ Found concentration (ng mL−1) in unspiked water sample. NDa NDa 52.6 ± 3.2b

Spike recovery range, %.c 63–100 98–102 97–102

Zn2+ Found concentration (ng mL−1) in unspiked water sample. NDa NDa 63.7 ± 2.9b

Spike recovery range, %c 79–101 85–99 73–100

a ND: not detected.
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Environmental water samples (tap water, reservoir water and
stream water) were used to validate the proposed preconcentra-
tion method of metal ions using AC-NA as sorbent (see Section

Table 5
Concentrations of metals (�g L−1 ± �, n = 5) in un-spiked and spiked tap waters
using the optimum preconcentration method (using AC-NA as sorbent) and
independent method (ET AAS)

Element Added Found

Optimum SPE method
(using AC-NA)

ET AAS

Mn2+ 0 NDa NDa

20 19.0 ± 1.3 20.1 ± 1.2
50 46.5 ± 1.9 49.8 ± 2.1

Cr3+ 0 NDa NDa

20 20.0 ± 1.1 20.1 ± 0.9
50 49.0 ± 1.9 48.4 ± 1.7

Pb2+ 0 NDa NDa

20 20.0 ± 1.1 20.2 ± 0.9
50 45.5 ± 2.2 48.9 ± 1.8

Cd2+ 0 NDa NDa

20 20.5 ± 1.3 20.3 ± 1.0
50 49.0 ± 1.8 49.1 ± 2.1

Cu2+ 0 NDa NDa

20 20.0 ± 0.9 20.1 ± 1.1
50 45.5 ± 2.1 48.1 ± 2.3
b Uncertainty is the standard deviation for five replicate runs.
c Added concentrations: 20, 50, 100, 150, 200, 250 and 300 ng mL−1.

From Table 3, it was clear that the main difference between
he two sorbents was in the linear range, in which AC-NA sorbent
ad wider linear range of the method for all the metal ions. This
s probably due to higher adsorption capacity of AC-NA (see
able 2). It was also noted that sensitivity of the method was
igher when AC-NA was used and thus lower detection lim-
ts were achieved with AC-NA (Table 3). The relative standard
eviations %RSD, (n = 5) was always less than 4.5%.

.5. Comparing the enrichment efficiency of AC–NA with
WCNT

For the purpose of comparison, MWCNT-NA and non-
xidized MWCNT were used separately for preconcentration
f metal ions. Optimization of the preconcentration parame-
ers gave similar procedure to that described in Section 3.3.4,
xcept that 0.200 g of MWCNT-NA or MWCNT was optimum
nstead of 0.400 g. 400 mL of doubly distilled water samples
ere spiked with various concentrations of the metal ions: 20,
0, 100, 150, 200, 250 and 300 ng mL−1 and then enriched
using either MWCNT-NA or non-oxidized MWCNT) accord-
ng to the optimized preconcentration method described above
n this section. Preconcentration experiments were performed
n five replicates (n = 5) and the five extracts were analyzed
s separate samples. The analytical parameters of the method
sing MWCNT-NA and non-oxidized MWCNT are presented in
able 3. These were compared with the analytical performance
chieved with AC-NA.

It was noted that the sensitivities towards metal ions achieved
ith AC-NA and MWCNT-NA were close to each other, while

he linear ranges were generally wider when AC-NA was used.

When non-oxidized MWCNT was used for preconcentra-

ion of metal ions, it was noted that the sensitivities towards
etal ions achieved were noticeably smaller than those achieved
ith AC-NA. Additionally the linear ranges with non-oxidized

Z

WCNT sorbent were noticeably narrower than AC-NA sor-
ent.

.6. Analytical application
n2+ 0 NDa NDa

20 20.2 ± 1.3 20.2 ± 0.9
50 48.5 ± 2.3 49.4 ± 1.9

a ND: not detected.
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.3.4). Some metal ions were found in the unspiked real waters
ccording to the proposed procedure, as shown in Table 4. Envi-
onmental waters were then spiked with the metal ions at various
oncentrations according to the linear ranges shown in Table 3.
pike recoveries of the target metal ions in real water samples
re shown in Table 4. The spike recovery range of all metal ions
as 63–104%. The results indicate that the proposed method

s satisfactory and can be used for the analysis of the targeted
etals.
In order to establish the validity of the proposed method,

n-spiked and spiked tap water samples were analyzed twice,
rst by the optimum preconcentration method (using AC-NA
s preconcentrating sorbent), second, by electro-thermal atomic
bsorption spectroscopy (ET AAS). The results are given in
able 5, from which it is clear that the results of the two methods
re comparable to each other.

. Conclusion

Oxidation of AC with various oxidizing agents produces sor-
ents of different enrichment efficiencies, although significant
mount of acidic oxides is generated by the three oxidation
chemes. Nitric acid treatment of activated carbon increases the
nrichment efficiency of metal ions relative to the non-oxidized
C, AC-HP and AC-APS sorbents. This may be attributed to

he fact that nitric acid treatment increases the hydrophilicity of
he AC surface. Thus the precipitated metal hydroxides at pH 9
tick to AC-NA surface probably by hydrogen bonding between
etal hydroxides and the acidic oxides on the surface. Treat-
ent of AC with hydrogen peroxide increases the enrichment

fficiency relative to non-oxidized AC, but it is lower than that
chieved with AC-NA sorbent. On the other hand, ammonium
ersulfate treatment of AC do not improve the recovery of metal
ons at pH 9.

Comparing the enrichment efficiency of AC with AC-NA
eveals that the main difference between the two sorbents was in
he limit of linearity, in which AC-NA gives wider linear ranges
ue to higher adsorption capacity of AC-NA towards all metal
ons. AC-NA also gives higher method sensitivity and thus lower
etection limits than non-oxidized AC.

Comparing the enrichment efficiency of AC-NA with
on-oxidized MWCNT and MWCNT-NA indicates that the ana-
ytical performance of AC-NA is close to MWCNT-NA, but
he analytical performance of AC-NA is much better than non-
xidized MWCNT.

Application of the optimum (proposed) method using AC-
A as preconcentrating sorbent on real environmental waters
nd comparison with independent method indicates that the
roposed method can be recommended for preconcentration of
etal ions from aqueous medium.
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bstract

The performance of two different types of inductively coupled plasma mass spectrometry (ICP-MS) instruments for resolving spectral overlaps on
e isotopes was compared by means of selenium isotopic ratio measurements. Examined were a quadrupole-based, hexapole collisions cell CC-ICP-
S and a double-focusing sector field SF-ICP-MS. Due to the importance of precise and accurate isotope ratio determination in environmental,

linical and nutritional studies, a thorough investigation of the critical instrumental parameters of each technique was performed. A hydride
eneration system was coupled with SF-ICP-MS to maintain high signal-to-noise ratios (S/N) at high mass resolution. However, 80Se+ was not
ompletely separated from the argon dimer 40Ar2

+ at m/z = 80, even in high-resolution mode. The same hydride generation system was coupled
o a collision cell instrument and it was found that argon dimers are significantly reduced using a mixture of H2 and He gas with the cell. A
ower mass bias of 2.5% per amu was determined for measured Se isotopes using the SF-ICP-MS instrument compared 3.6% observed for the
C-ICP-MS instrument. Under optimized conditions, the precision for Se isotope ratio measurements of both instruments was evaluated and
ompared measuring NIST-3149 Se standard solution. On average, the uncertainty determined by repeated measurements over the span of three

ndividual measuring sessions in a period of 3 weeks ranged from 0.06% to 0.15% and 0.09% to 0.30% R.S.D. for the various isotope ratios using

he CC-ICP-MS and SF-ICP-MS instrument, respectively. The detection limits (3 ) for total Se were determined by measuring 82Se and found to
e 1.7 and 4.0 ng L−1 for the CC-ICP-MS and SF-ICP-MS, respectively.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Interest in the determination of selenium isotope ratios
n environmental and biological samples using ICP-MS has
teadily increased with the development of systems capable
f more precise measurements. Despite the fact that selenium
as six stable isotopes, its determination in environmental sam-
les by ICP-MS is seriously hampered by spectral interferences
1–5]. Major sources of interference are argon based molecular
ons matching the m/z of Se isotopes as illustrated in Table 1

6–10]. With its relatively low ionization efficiency in the argon
lasma (31%) and the abundance of Ar related ions in the spec-
ral region between m/z = 74 and m/z = 82, accurate and precise
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ide generation; Collision cell CC-ICP-MS; Sector field SF-ICP-MS

etermination of Se isotope ratios is still a challenging task using
CP-MS techniques. These factors, coupled with the relatively
ow concentrations of Se present in certain matrices of inter-
st (e.g. environmental samples) have significantly reduced the
pplication of ICP-MS methods for isotope ratio applications
uch as ID-MS for the measurement of Se.

Recently, new generations of ICP-MS instruments have been
ntroduced to overcome the aforementioned spectral interfer-
nces encountered with Se isotopic ratio measurements. The
ost conventional approach to separate spectral interferences is

o use a sector field mass spectrometer, with the ability to sep-
rate many isotopes from their overlaps such as 38Ar40Ar and
8Ar40Ca from 78Se and 40Ar16O from 56Fe, when operated at

igh-resolution setting [11–12].

The SF-ICP-MS instrument also provides low signal back-
round, high-ion transmission and consequently better detection
imits compared to quadrupole ICP-MS [13]. Another bene-
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Table 1
Potential interferences in the determination of Se by ICP-MS

Isotope Abundance
(%)

Potentially
interfering species

Required resolution
m/�m

74Se+ 0.89 36Ar38Ar+ 9476
76Se+ 9.37 38Ar38Ar+ 12145

40Ar36Ar+ 7083
40Ar 35Cl1H+ 3825

77Se+ 7.63 38Ar2H+ 3167
40Ar37Cl+ 9190
76SeH+ 10797

78Se+ 23.77 40Ar 38Ar+ 9975
40Ar 36ArH2

+ 2755
40Ar 37Cl1H+ 4142
77SeH+ 7471

80Se+ 49.61 40Ar 40Ar+ 9699
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+ 3297

2Se+ 8.73 40Ar2H2
+ 3456

t of using sector field SF-ICP-MS instruments is that flat
op peaks can be achieved in low-resolution mode, which is
xtremely useful in high precision isotope ratio measurements
t low concentrations of Se [14]. Due to its simplicity, sector
eld instruments have gained large popularity for isotopic ratio
easurements.
Another approach takes advantage of ion–molecule reactions,

o analyze isotopes with overlapping spectra. Collision and reac-
ion cell technologies have proven to be very effective in dealing
ith molecular interferences [15–17]. These techniques rely on

limination or displacement of the interference by ion–molecule
eactions employing different types of gases and/or by applica-
ion of kinetic energy discrimination. Such reactions allow the
nalysis of ions with overlaps by either reacting with the inter-
ering ion itself, and removing the overlap from its interfering
ass or by reacting with the analyte of interest and moving it to

nother mass, where it can be analyzed. For Se, which suffers
rom the presence of argide molecular interferences, the devel-
pment of a hexapole collision cell [18] allowing the removal
f these interferences opened new possibilities for the study of
his element. However, while the argon overlaps on Se isotopes
an be resolved effectively with collision cell technology using
eactive gases such as hydrogen and methane, this technique
an be plagued by the formation of Se hydride, which intro-
uces new interferences on adjacent Se isotopes, e.g. 77SeH
n 78Se.

Since the precision of isotope ratio measurements improves
ignificantly with high-ion count rates, a hydride generation
ample introduction system is employed with both instruments,
ignificantly enhancing the transfer yield of analyte to the ICP-

S. This step not only maximizes signal intensities, but also
liminates matrix interferences. Both are particularly important
or precise Se isotope ratio measurements, because of the low
onization potential of Se in the argon plasma (30%) and low nat-
ral abundances of four of the six stable selenium isotopes (74Se,

6Se, 77Se and 82Se are >10%). Hydride generation itself suffers
rom potential challenges including transition metals affecting
he efficiency of the hydride formation, interferences from other
ydride forming elements and the importance of introducing Se
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n the proper oxidation state. The effect of these parameters for
he presented method are described in detail [19].

The application of the above mentioned ICP-MS techniques
n resolving spectral interferences on selected Se isotopes to
mprove the sensitivity and detection limits has been studied
xtensively. However, these techniques have not been investi-
ated for multiple isotope ratio determination of Se. To date,
o the best of our knowledge no comparison study has been
onducted to determine which of these two techniques is more
uitable for accurate and precise measurements of multiple Se
sotope ratios. We do not know for certain, which technique bet-
er capable of resolving spectral and matrix overlaps on multiple
e isotopes simultaneously. This study compares the poten-

ial of two ICP-MS instruments, a double-focusing sector field
F-ICP-MS and a quadrupole-based, hexapole collision cell
C-ICP-MS, to accurately and precisely determine Se isotope

atios.

. Materials and methods

.1. Reagent and solutions

Unless stated otherwise, all acids used in this study were
race reagent grade purchased from Fisher and were used with-
ut any further purification. Se standard solutions were prepared
rom 10.11 ± 0.02 mg g−1 (NIST SRM 3149) Se stock solu-
ion was obtained from National Institute of Standard and
echnology (NIST) (Gaithersburg, MD, USA). All Se stan-
ards were prepared daily in 4 M HCl using trace metal grade
ydrochloric acids obtained from Fisher Scientific (Ottawa, ON,
anada). Sodium borohydride (MERCK) solution at (0.16 M)
as prepared daily and stabilized in (0.13 M) NaOH. High-
urity deionized water (18 M∧.cm) produced with Milli-Q Plus
ater purification system (Millipore, Bedford, MA, USA) was
sed for the dilution and preparation of the samples, standards
nd reagents throughout this work. All glassware and Teflon©

PTFE) materials were cleaned with 10% analytical reagent
rade nitric acid and Milli-Q water before use.

.2. Instrumentation

Two types of mass spectrometers were used in the present
tudy—a hexapole collision cell CC-ICP-MS (Platform ICP,

icromass Ltd., Manchester, UK) equipped with a quadrupole
ass analyzer and unique ion transfer system, and a double-

ocusing sector field SF-ICP-MS (Element2, Finnigan MAT,
remen, Germany) equipped with electric and magnetic scan-
ing analyzers, which are configured in a reverse near Johnson
eometry for high-resolution measurements. Detailed descrip-
ion of these instruments can be found elsewhere [20–22].
riefly, the two instruments have almost identical sample intro-
uction systems consisting of Ni sampler and skimmer cones
1.1 and 0.8 mm orifice diameters, respectively), demountable

assel torch (1.5 mm internal diameter) equipped with capaci-

ive decoupling system, also known as guard electrode or plasma
hield. Each instrument was interfaced with LI2 cold-vapor gen-
ration system as illustrated in Fig. 1A detailed description of
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and Ar ArH2 at m/z = 78 and 80, respectively or to scattering
of Se ions by the H2 gas at high flow rate. The (S/N) ratio at
m/z = 76 increased by 23% when increasing the H2 gas flow rate
from 2.5 to 5 mL min.−1 The cause of the increase in the S/N
ig. 1. Schematic diagram of the cold-vapor (LI2) hydride generation sample
ntroduction system used for isotopic ratio measurements of Se with the ICP-MS
nstruments.

he LI2 cold-vapor generation apparatus used in this study has
een given elsewhere [23]. The instrumental parameters, includ-
ng torch positioning, rf-power, cooling, auxiliary and nebulizer
as flow rates of each ICP-MS were initially optimized for max-
mum signal-to-noise ratio (S/N) and highest precision of the
8Se/82Se isotope ratio.

.2.1. CC-ICP-MS measurements
Prior to Se isotopic ratio measurements, the influence of H2

nd He gas flow rates (adjustable by individual mass flow con-
rollers), hexapole bias and spectral interferences on the (S/N)
atio of Se isotopes was investigated. Using a 100 ng mL−1 Se
tandard solution and a reagent blank prepared in 4 M HCl solu-
ion, the data for each experiment was acquired in triplicate,

onitoring all six Se isotopes at m/z = 74, 76, 77, 78, 80 and
2, plus Ge at m/z = 73, As at m/z = 75 and Kr at m/z = 83. Once
nstrumental parameters were optimized, the isotopic compo-
ition of Se was determined using the operating conditions and
ample introduction parameters illustrated in Table 2. Before cal-

ulating isotope ratios, the background signal of a blank solution
as subtracted from Se isotope signals and mathematical cor-

ections were applied to correct for hydride formation (SeH+) at
/z = 77 and 78.
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.2.2. SF-ICP-MS measurements
Prior to isotopic ratio measurements, the instrument was care-

ully mass calibrated using a 1 ng mL−1 mixed standard. After
rgon gas flow rates and ion lens settings were optimized, the
nstrument was tuned for maximum sensitivity at m/z = 74, 78
nd 82 using a 10 ng/mL−1 Se standard. To determine the effect
f high mass resolution for resolving spectral overlaps on, the
ata for a 10 ng mL−1 Se standard solution was acquired in
edium (MR, Rp = 4000) and high (HR, Rp = 10,000) resolution
ode. Using both analog and pulse counting in medium resolu-

ion, the data for the same standard solution (10 ng mL−1) was
etermined using both B-scan (magnetic) and E-scan (electric)
o determine the best scanning strategy for obtaining the highest
recision. Mathematical corrections were applied to correct for
ackground and hydride formation (SeH+) at m/z = 77 and 78
rior to calculating isotope ratios.

. Results and discussion

.1. Optimization of the CC-ICP-MS experimental
onditions

.1.1. Effect of the hydrogen collision gas flow rate on the
e signal

The effect of the H2 flow rate on eliminating ArAr+ ions
rom Se spectra at m/z = 76, 78 and 80 was investigated and is
hown in Fig. 2. As can be seen, the best results are obtained
t gas flow rates of 2.5 mL min−1, which increases the (S/N)
atio at m/z = 76, 78 and 80 by a factor of 1.4, 1.5 and 100,
espectively. Increasing the H2 gas flow rate to ∼5 mL min−1

esulted in 35 and 20% decreases of the (S/N) ratio at m/z = 78
nd 80, respectively.

The gradual decrease of (S/N) ratio with increasing collision
as flow rates may be due either to formation of 40Ar36ArH2

+

40 38 +
ig. 2. Effect of H2 gas flow on the Se signal to noise ratio at m/z = 76, 78
nd 80 using 1.5 mL min−1 He flow rate, −1.0 V hexapole bias potential, 400 V
exapole exit lens voltage and 450 V multiplier voltage settings.
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Table 2
Optimized operating conditions and experimental settings of CC-ICP-MS and
SF-ICP-MS

ICP-MS type sample introduction technique CC-ICP-MS
LI2

SF-ICP-MS
LI2

Sample/skimmer cone Nickel Nickel
Torch
RF–powera 1350 1375
X, Y, Z torch positiona Daily Daily
Guard electrode (GE) On On

Gases flow rates
Plasma gas flow rate (L min−1)a 14.75 14.50
Auxiliary gas flow rate (L min−1)a 1.15 0.80
Nebulizer gas flow rate (L min−1)a 0.90 0.91
He gas flow rate (mL min−1) 4.0
H2 gas flow rate (mL min−1) 2.5

Analyzer parameters
Hexapole exit lens (V) 400
Hexapole bias voltage (V) −2
Multipler voltage 475

Acquisition parameters
Mass resolution (m/�m) 300 4000
Runs/passes – 2 × 50
Number of repeats 10 –
Mode Peak

hopping
Peak
hopping

Dwell time (s) 0.20
Total analysis time (min) 5.0 6.6

Cold-vapor hydride generation (LI2)
NaBH4 flow rate (mL min−1) 0.90 0.85
Sample uptake (mL min−1) 1.05 1.15
NaBH4 concentration (%) 0.6 0.6
H
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a Parameter is optimized daily for maximum signal-to-noise ratio (S/N).

atio at higher H2 gas flow rate is not obvious. However, one of
he possibilities is that probably due to the formation of AsH+

ons at high H2 gas flow rate in the presence of a trace amounts
f As in the standard solution. Therefore, the H2 gas flow rate
as kept at 2.5 mL min−1 for Se isotope ratio measurements in

uture experiments.

.1.2. Effect of the helium collision gas flow rate on the Se
ignal

He gas with a purity of 99.999% was introduced into the
ollision cell while keeping the reaction gas H2 constant at
.5 mL min.−1. An increase of He gas flow rate from 0 to
mL min−1 increased the S/N ratio by a factor of 2 for all
easured Se isotopes (results not shown). As the reaction

ell is pressurized with He gas, the (S/N) ratio of Se initially
ncreased due to collision focusing, attained a maximum at a
ow rate of 4.0 mL min−1, and then decreased by a factor of 3
t 10 mL min−1 He gas flow rates. The increase in sensitivity is
ue to the loss of kinetic energy of Se ions, which enabled better
ocusing of these ions into the quadrupole and transmission to

he detector. The drastic loss of Se signals at higher flow rate is

ost likely due to the scattering of Se ions by the large volume
f gas present in the cell. Therefore, to obtain high sensitivity
nd avoid any mass bias occurring during Se isotope ratio mea-
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urements a blend of He and H2 gases at 2.5 and 4.0 mL min−1

as flow rates were chosen, respectively and used for future
xperiments.

.1.3. Mass bias
While reducing ion kinetic energies by He gas may improve

he sensitivity for Se ions, it is also well known that the collision
as pressure can alter the mass discrimination in the collision
ell. Depending on the mass of the analyte ion and the collision
as flow rate used, ions are scattered at high-collision gas flow
ates, which results in an appreciable change in the ion trajec-
ories. Light isotopes are preferentially scattered compared to
eavier isotopes, which leads to inaccurate and variable isotope
atio data [24–26]. Therefore, the effect of a pressurized colli-
ion cell on the mass bias was investigated. The influence of the
e gas flow rate on instrument mass bias per mass unit (MD)

or the measured 78Se/82Se isotope ratio is calculated according
o the following equation:

D (%) = (fMD − 1) × 100

Δm
(1)

ith fMD = r/R, r and R being the true and measured 78Se/82Se
sotope ratios, respectively. Due to the lack of a certified refer-
nce material for Se isotopes, the measured isotope ratio was
ompared to IUPAC 78Se/82Se isotope ratio values [27]. With-
ut any He gas in the cell and the hexapole bias potential set to
ero, the instrument mass bias for 78Se/82Se isotope ratio was
.4% per atomic mass unit (amu) (results not shown). This value
ncreased linearly to 4.5%, when increasing the He gas flow rate
o 10 mL min−1. An increasing mass bias at higher collision gas
ow rates is explained by more effective scattering of the lighter
8Se caused by repeated collision with He gas, or the occurrence
f a more pronounced space charge effect within the rf-hexapole.

.1.4. Effect of hexapole bias on Ar2
+ signal

The hexapole bias can influence the residence time of ions
n the cell, which ultimately affects the efficiency of gas phase
eactions. To investigate the effect of the hexapole bias potential
n polyatomic Ar2

+ ions, the intensity of 40Ar2
+ was measured

s a function of H2 gas flow rates with and without hexapole bias
oltage. A 4 M HCl blank solution prepared with Milli-q water
nd trace reagent HCl was used as a sample. At 0 mL min−1 of
2 gas, the intensities of 40Ar2

+ ions at m/z = 80 were almost
dentical (∼1.0E + 07 cps), with and without applied hexapole
ias voltage (results not shown). The 40Ar2

+ ion intensities were
educed by approximately 3–4 orders of magnitude, when the

2 gas flow rate increased to 2.0 mL min−1 and the hexapole
ias voltage was set to 0 and −1.8, respectively.

The decrease in 40Ar2
+ ions intensities is most likely due to

he collision-induced reaction of Ar2
+ ions with H2 gas and the

oss of kinetics energy of the ions caused by the collision with H2
nside the cell. The discrepancy observed with the two hexapole
ass bias voltage settings, is due to the large energy loss of
he polyatomic Ar2

+ ions as result of an increased number of
ollisions with the H2 gas, when a hexapole mass bias voltage
s applied to the cell. Therefore, a hexapole bias potential value
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f −2 V was used to minimize the Ar2
+ ion interference on Se

sotopes in future experiments.

.2. Optimization of the SF-ICP-MS experimental
onditions

The SF-ICP-MS instrument was carefully mass calibrated
sing a 1 ng mL−1 mixed standard solution and the following
nstrumental parameters influencing the isotopic ratio determi-
ation were carefully optimized.

.2.1. Lens voltage
The electrostatic lenses in SF-ICP-MS instrument are opti-

ized to keep the ions focused in a compact “ion beam” as
hey pass through the vacuum system into the detector. Proper
ptimization of the applied lense voltage can also prevent
nwanted photons and neutral particles from reaching the detec-
or, hence, improving analyte signal by reducing background
oise. However, improper ion lens voltage settings can affect the
ransmission of lighter isotopes into the detector, introducing a

ass bias, which might affect the precision and the accuracy of
sotopic ratio measurement. Therefore, to asses the effect of ion
ens voltage on Se signal in SF-ICP-MS instrument, the settings
f focus voltage, Y-defection voltage and X-deflection voltage
ere investigated individually by varying each voltage while

spirating a 100 ng mL−1 Se standard solution using the hydride
eneration system for sample introduction. The signal intensity
n cps of the measured Se isotopes obtained at each voltage
nterval of focus voltage, Y-deflection voltage and X-deflection
oltage was plotted as a function of voltage settings and is shown
n Fig. 3A–C, respectively.

As the ions travel towards the detector the signal for Se ions
ncreased with increasing focus voltage (Fig. 3A). The max-
mum signal intensity of all six ions was found at −900 V
ocus voltage. Then the signal intensity decreased rapidly to
lmost background level at −500 V. Similarly, the signal for
e increased significantly by increasing the Y-deflection volt-
ge from −10 to −2 V and X-deflection voltage from −12 to
5 V, after which the signal reached maximum strengths at

pproximately −2 V and −5 V (Fig. 3B and C) for Y-deflection
oltage and X-deflection voltage, respectively. Further increase
esulted in a significant decrease of Se signal. Therefore, to
btain maximum sensitivity, values of −900, −2 and −5 V
ere adopted for focus, Y- deflection and X-deflection voltage,

espectively.

.2.2. Mass resolution
Mass resolution is defined as the ability to separate adjacent

eaks in the mass spectrum to the extent that the magnitude of the
alley between the two peaks does not exceed 10% of the mean
agnitude of the height of the peaks [28]. It is calculated by the

erm m/�m, where m is the mean mass of the peak and �m is

he mass difference between two peaks. There are some spectral
olyatomic ions interferences such as argon dimers with the
ame m/z as each of the six Se isotopes that can not be separated
hemically and may require high mass resolution to be resolved.

R
f
s
1

ig. 3. Dependence of Se isotope signals on focus voltage (A), Y-deflection
oltage (B) and X-deflection voltage in Element2 SF-ICP-MS.

able 1 illustrates some of these interferences and the resolution
equired to resolve the overlaps on Se isotopes.

On the SF-ICP-MS Element2, three settings are available;
ow resolution (LR: m/�m = 300), medium resolution (MR:
/�m = 4000) and high resolution (HR: m/�m = 10,000). Using

he high mass resolution capability it is possible to overcome
ome of these interferences. However, eliminating or reducing
hese interferences by mean of high mass resolution has a signifi-
ant impact on the sensitivity of the measurement. For example,
canning a 10 ng mL−1 Se standard solution at three different
ass resolution modes (LR, MR and HR) resulted in significant

eduction of the sensitivity. A loss of approximately 89.7% and
9.6% of the 76Se signal was observed when switching mass
esolution from low to medium and from low to high resolution,
espectively.

In this study, due to the limited resolving power (max.

p = 10,000) of the SF-ICP-MS, some of the mentioned inter-

erences were not baseline separated from Se isotopes. Fig. 4
hows the collected spectra measured at m/z 76, 78 and 80 from a
0 ng mL−1 Se standard solution using medium and high resolu-
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Fig. 4. Medium and high-resolution spectra of Se isotopes

ion. At medium mass resolution, the peaks of the 76Se, 78Se and
0Se isotopes are indistinguishable from the respective ArAr+

ackground ions. However, at high resolution, two distinctive
eaks are observed at m/z = 76 and 78. The peaks on the low
ass side are the Se isotopes, while the second peak is from the
rAr+ background dimer.
The 78Se+ peak appears at m/z = 77.920, while the 40Ar38Ar+

eak is at m/z = 77.926. Similarly, the 76Se+ peak appears at
/z = 75.924, while the 38Ar38Ar+ peak is at m/z = 75.931. At
/z = 80, the background signal is very large, with >2 million

ounts even at high resolution and the 80Se signal is completely
overed by the 40Ar2

+ background, supporting the findings by
anhaecke and Moens [29]. For m/z = 74 and 77, the spectra (not
hown) show two distinct peaks at high mass resolution, whereas

t m/z = 82, the 40Ar2H2

+ background lies directly over the 82Se
ignal, and could not be resolved even when using high mass
esolution. Although complete separation of ArAr+ background
rom all major Se isotopes at m/z = 76, 78 and 80 was not possible

w

t
a

76, 78 and 80 using a SF-ICP-MS Elements2 instrument.

sing increased mass resolution, applying medium resolution
elped in reducing and eliminating some matrix interferences
Table 1). Thus, to avoid additional loss of sensitivity using high
ass resolution, it was decided to apply medium resolution in

ubsequent experiments.

.2.3. Scanning mode
The SF-ICP-MS instrument is able to scan ions using an elec-

rostatic sector analyzer (ESA, E-scanning) or a magnetic sector
nalyzer (MSA, B-scanning). For maximum isotope ratio pre-
ision, it is desirable to spend as much time of the measurement
ycle as possible on the analyte isotopes. Therefore, to deter-
ine the best scanning mode for measuring precise Se isotope

atios, the two scanning modes were evaluated experimentally

ith medium resolution. The results are summarized in Table 3.
Without correcting for instrument mass bias, the best iso-

ope ratio precision was achieved by E-scanning Se isotopes
t m/z = 74, 76, 77, 78, 80 and 82. Obtained precision ranged
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Table 3
Effect of scanning mode on Se isotopic ratio measurements using SF-ICP-MS

Scanning mode 78Se/74Se 78Se/76Se 78Se/77Se 78Se/82Se

78Se/74Se R.S.D. (%) 78Se/76Se R.S.D. (%) 78Se/77Se R.S.D. (%) 78Se/82Se R.S.D. (%)
E-scanning 29.3320 0.35 2.6536 0.21 3.1508 0.16 2.4636 0.12
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>750 ng mL−1. Therefore, no correction was necessary for AsH+

during Se isotope ratio analysis measuring the SRM NIST 3149
Se standard solution. However, measuring isotope ratios of Se

Table 4
Comparison of CC-ICP-MS and SF-ICP-MS regarding their SeH+ forming
potential using the cold-vapor LI2 hydride generation introduction system (n = 3)

ICP-MS CC-ICP-MS 82SeH+/82Se SF-ICP-MS 82SeH+/82Se
-scanning 29.0961 0.50 2.6566 0.39

cans were performed with 10 ng mL−1 Se standard solution in LR (n = 5).

rom 0.12% to 0.21% and from 0.19% to 0.39% for 78Se/76Se,
8Se/77Se and 78Se/82Se using E-scanning and B-scanning,
espectively. Higher relative standard deviations of 0.35% and
.50% were observed for the 78Se/74Se ratio, which was
ttributed to the low abundance of 74Se, resulting in poorer
ounting statistics. The lower precision attained with B-scanning
s explained by the longer settling time required for the magnet
o stabilize compared to E-scanning. In magnetic scanning, the
canning is performed in small jumps depending on the number
f points chosen per peak width, each jump requiring 1000 �s of
ettling time. E-scanning requires no settling time after chang-
ng the voltage and therefore, more time per cycle is available
o measure the analyte ions. Hence, E-scanning was chosen for
sotope ratio measurements.

.2.4. Selenium hydride formation
In spite of the advanced technologies used to resolve spectral

nterferences by either increasing the mass resolution in SF-ICP-
S or employing ion–molecular reactions with CC-ICP-MS,

roblems with interferences in Se determinations still remain.
he most obvious interference, which complicated the analysis
f Se isotopes in addition to the Ar2

+dimers, is SeH+ formation
aused either from the use of H2 gas in the collision cell or the
se of cold-vapor LI2 hydride generation sample introduction
ystem. These interferences can have a significant impact on
he accuracy and precision of measured isotope ratios [30–31].
herefore, the impact of these interferences on the measured Se
ignals at m/z = 77 and 78 was investigated using both ICP-MS
echniques. After each instrument optimization, a 100 ng mL−1

e standard solutions was repeatedly (n = 3) measured on each
CP-MS instrument using the cold-vapor LI2 hydride generation
ystem as sample introduction method.

Monitoring the intensities at m/z = 82 and 83, the magni-
ude of the SeH+ formation at m/z = 77 and 78 was calculated
y measuring the 82SeH+/82Se+ratio. The 76SeH+ and 77SeH+

nterference on 77Se and 78Se signals was corrected according
o:

7Se = 77I −
( 82SeH+

82Se+

)
(76Se) (2)

nd

8Se = 78I −
( 82SeH+

82Se+

)
(77Se) (3)
Since the ratio of 82SeH+/82Se+ can vary depending on the
aily experimental conditions [15], measurements were con-
ucted on multiple days to estimate the average SeH+ formation.
able 4 compares the two ICP-MS techniques with respect to

D
D
D

A

3.1961 0.23 2.4522 0.19

heir SeH+ formation. As can be seen from the data shown, the
atio of 82SeH+/82Se+ varied depending on the instrument in use.
he highest of 82SeH+/82Se+ values ranging from 5.0 to 5.9%
ere observed using the CC-ICP-MS instrument. These values

re lower than the value reported in previous studies by Boulyga
t al. [30] and Sloth et al. [17,32], using a hexapole collision cell
nd a dynamic reaction cell with hydrogen, respectively, and
pproximately 50% higher than what was reported by Reyes
t al. [30] using an octapole reaction system with hydrogen
as. The higher values reported in our measurements are most
ikely caused by the LI2 hydride generation sample introduc-
ion system. The sector field SF-ICP-MS instruments produced
n average 82SeH+/82Se+ ratio of 3.4%. This value is approxi-
ately 34% lower than what was observed in the collision cell.
his apparent difference in the magnitude of Se hydride forma-

ion between CC-ICP-MS and SF-ICP-MS can be attributed to
he use of H2 as reaction cell gas in the CC-ICP-MS instrument.

Another complication that can arise from using the hydride
eneration as a sample introduction system is the formation
f 75AsH+, 79BrH+and 81BrH+ that can cause an interfer-
nce with Se ions at m/z = 76, 80 and 82, respectively. To
uantify the formation of such interferences a number of As
nd Br (1–1000 ng mL−1) standard solutions were analyzed
sing the cold-vapor LI2 hydride generation system with both
C-ICP-MS and SF-ICP-MS instruments. Regardless of the
oncentration of Br in the standard solutions no significant Br+

nd BrH+ signals were observed at m/z = 79, 80, 81 and 82 dur-
ng the analyses in both ICP-MS instruments. The absence of
his interference is probably related to the lack of BrH+ forma-
ion under the alkaline hydride generation conditions used and
he removal of Br from the matrix using a hydride generation
echnique for sample introduction.

No signal at m/z = 76 was observed for 75AsH+ on the
F-ICP-MS instrument. Using the CC-ICP-MS instrument

he 75AsH+ signals was only apparent at As concentrations
ay 1 5.01 ± 0.32 3.34 ± 0.20
ay 2 5.13 ± 0.24 3.05 ± 0.19
ay 3 5.89 ± 0.25 3.94 ± 0.23

verage 5.34 ± 0.48 3.44 ± 0.45
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Table 5
Mass fractionation factor (fMD) and mass discrimination (MD) per mass unit for
Se isotopes ratio measurements using CC-ICP-MS and SF-ICP-MS instruments

Isotope ratio CC-ICP-MS SF-ICP-MS

fMD MD (%) fMD MD (%)

74Se/78Se 1.161 4.02 1.118 2.92
76Se/78Se 1.067 3.63 1.049 2.43
77Se/78Se 1.035 3.47 1.022 2.22
78Se/80Se 1.066 3.30 1.060 3.01
78 82
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Se/ Se 1.149 3.72 1.092 2.31

LI2 hydride generation system was used for Se standard solution introduction
nto the plasma.

n samples with high arsenic concentration of >500 ng mL−1 a
hemical separation of this element is required prior to analysis
ith the CC-ICP-MS technique. We also tested for krypton inter-

erences. Nevertheless, the background at m/z = 78, 80, 82 and
3 was measured in blank solutions and was subtracted from
ample signals prior to isotope ratio calculations to avoid any
otential Kr interferences.

.2.5. Mass bias
The magnitude of the mass bias depends strongly on the ICP-

S instrument in use [31] but is independent of the particular
e isotope ratio measured with the same instrument. Different
rocesses contribute to this deviation. Space charge effects in the
kimmer cone region are often responsible for differential ion
ransmission in ICP-MS and are discussed in detail elsewhere
33–35]. The total mass bias in a mass spectrometer can be cal-
ulated experimentally from the mass discrimination factor fMD
s shown in Eq. (1).

The mass discrimination factor and the mass discrimination
er mass unit for Se isotopes were determined for each ICP-
S instrument under optimized instrumental conditions and

re shown in Table 5. To keep the total ion current in the ion
eam constant, the Se concentration was always kept the same
t 100 ng mL−1 with each instrument. Due to the lack of isotope
ertified materials for Se, the representative isotopic composi-
ion given by International Union of Pure and Applied Chemistry
IUPAC) [36] was used for calculating the fMD values.

The magnitude of mass discrimination reported in this
tudy is comparable to those reported for Se isotope ratio

easurements using other quadrupole ICP-MS instruments

17,30,37,38]. Similar mass bias factors have been reported for
e by ICP-MS [17,30,38]. In all cases the fMD values are >1,

ndicating that the lighter isotopes are much more discriminated

t
(
(

able 6
omparison of measured isotope ratio of selenium in 100 ng mL−1 SRM NIST 3149

CP instrument isotope ratio No. of runs CC-ICP-MS

Measured ratio R

8Se/74Se n = 9 26.7912 0
8Se/76Se n = 9 2.5304 0
8Se/77Se n = 9 3.1107 0
8Se/80Se n = 9 0.4747 0
8Se/82Se n = 9 2.7695 0
anta 75 (2008) 205–214

han heavier isotopes. In the CC-ICP-MS and SF-ICP-MS instru-
ents, these values were found to vary between (1.066–1.161)

nd (1.022–1.118), respectively, depending on the daily instru-
ental working conditions. The values for both instruments

aried within days and between days, but always with values >1,
hich suggests that space charge effect is the major source of
ass discrimination in both instruments. The results also show

hat the mass discrimination (MD) per mass unit in percent was
igher for the CC-ICP-MS (3.63 ± 0.27%) compared to the SF-
CP-MS (2.58 ± 0.36%). This apparent discrepancy in the MD
etween the two instruments is most likely due to differences in
he ion optics and the extraction potential applied in each instru-

ent. SF-ICP-MS uses much higher ion energy and extraction
ens potentials (6000 and 4200 V), respectively. Such high poten-
ials have been reported [37] to reduce the magnitude of matrix
ffects in the region between the skimmer cone and the mass
nalyzer, hence, reducing the space charge effect.

.3. Selenium isotope ratio precision: collision cell versus
igh resolution

To quantify the accuracy and precision of the developed
ethods, the isotope ratios of 78Se/74Se, 78Se/76Se, 78Se/77Se,

8Se/80Se and 78Se/82Se were measured under optimized instru-
ent conditions at 100 ng mL−1 of Se introduced by means of

he cold-vapor LI2 hydride generation system. The mass bias and
eH+ formation corrected Se isotope ratios are compared with

abulated values from IUPAC in Table 6. The reported uncer-
ainty was determined by repeated measurement (n = 9) of a
IST SRM 3149 Se standard during three individual measuring

essions over a period of 3 weeks.
Considerably better precision (0.060%–0.16% R.S.D.) was

chieved using the CC-ICP-MS compared to the SF-ICP-MS
0.10%–0.30% R.S.D.) for all measured Se ratios. The measured
8Se/74Se and 78Se/80Se ratios showed the highest standard devi-
tions in both instruments. The lower precision for 78Se/74Se
as most likely due to the low counting statistics for 74Se.
he relatively high relative standard deviation for 78Se/80Se
ompared to the other measured Se ratios is attributed to the
ncomplete removal of the 40Ar2

+ ion the H2 gas in the collision
ell and limited resolving power of the SF-ICP-MS instruments
or these two ions.
Also compared in this study are the method limits of detec-
ion (LOD) of each instrument. Using a repeated measurement
n = 7) of 4 M HCl solution in a single session the LODs
3�) for both instruments were evaluated by measuring 82Se

Se standard solution using SF-ICP-MS in medium resolution and CC-ICP-MS

SF-ICP-MS IUPAC IUPAC values

.S.D. (%) Measured ratio R.S.D. (%)

.11 26.5376 0.25 26.7057

.097 2.5881 0.18 2.5363

.090 3.1861 0.14 3.1131

.16 0.4692 0.30 0.4791

.06 2.6917 0.09 2.7206
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sing the optimized method conditions and found to be 1.67
nd 4.03 ng L−1 for CC-ICP-MS and SF-ICP-MS, respectively.
hese LODs are in the range of what have been reported by oth-
rs [31,39,40] using similar ICP-MS instruments with different
ample introduction systems. The relatively high LOD obtained
or SF-ICP-MS compared to the CC-ICP-MS is explained by
he loss of sensitivity using medium resolution (MR = 4000). It
s important to recognize that the optimized instrument parame-
ers used to determine the LODs do not necessarily correspond to
he parameters providing maximum net intensity, but were rather
hosen to provide optimal isotope ratio precision. For example,
n the CC-ICP-MS the H2 and He gases flow rates were opti-
ized for argon interference removal rather than for the best

ensitivity. Similarly, the SF-ICP-MS settings were optimized
or precise isotope ratio measurement, which not necessarily
orresponds to the highest signal intensity for a selected single
sotope.

Overall, the superiority of CC-ICP-MS over the SF-ICP-MS
nstrument in precision for Se isotope ratio measurements can
e attributed to the removal of most of ArAr+ dimers by reac-
ion with H2 and the improvement in ion transmission efficiency
ue to reduction of the ion energy spread with collision of the
on beam with He gas in cell. A factor, which might have con-
ributed to the poorer precision of the SF-ICP-MS instrument is
ow counting statistics achieved for the low abundant isotopes
n medium resolution. In addition, measurements in medium
esolution lack flat-top peaks, which dramatically improves the
sotope ratio precision in low mass resolution.

. Conclusions

Isotope ratios precision varies with the type of plasma source
ass spectrometer; it is helpful to know the “normal” range of

he standard deviation that can be achieved under good operat-
ng conditions. In this study, the collision cell ICP-MS technique
roved to be more effective in removing argon dimer interfer-
nces on measured Se isotopes and provided a better precision
ompared to the sector filed ICP-MS technique. While the SF-
CP-MS instrument was not entirely successful in separating
rAr+ ion interferences on the most abundant Se isotopes, using
edium resolution mode was useful in eliminating some of the
rArH+ ion interferences listed in Table 1. In general, isotope

atio values measured using both ICP-MS techniques are in a
ood agreement with tabulated values from IUPAC. The accu-
acy and precision of Se isotope ratios measured in 100 ng mL−1

RM NIST 3149 Se standard solution seemed to be satisfac-
ory, taking into account the relatively low concentration. One
hould note that the precision achieved with both the SF-ICP-

S and the CC-ICP-MS instruments would not be possible with
onventional Q-ICP-MS.

The obtained precision might be sufficient for monitoring
e isotope ratios in tracer and isotope dilution experiments, or
or applications, where there are few spectral interferences and

xtreme sensitivity is not needed. However, one should note that
he precision achieved in this study is not sufficient for highly
recise measurement of Se isotope ratios with the purpose of
tudying the natural fractionation of Se isotopes. For such stud-

[
[
[

anta 75 (2008) 205–214 213

es, other techniques like MC-ICP-MS and TIMS are required.
oreover, even though the potentially interfering argon dimers

n the Se isotopes at m/z = 76, 78 and 80 were almost quantita-
ively eliminated with the CC-ICP-MS technique by the use of
He/H2 gas mixture, the inherent mass fractionation caused by
sing a reaction gas in the collision cell can be a limiting factor
sing this technique.
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bstract

This study concerns the technique electric field-assisted capillary liquid chromatography. In this technique, an electric field is applied over the
eparation capillary in order to provide an additional selectivity. In this technique, the electric field is applied in-line in the separation capillary and
ere the electric current is the factor limiting the magnitude of applied electric field. The influence of Joule heating and other factors on the current
n such systems has been investigated.

The temperature in the capillary was first measured within a standard CE set-up, as function of effect per unit of length. Then the same cooling
ystem was applied to an in-line set-up, to replicate the conditions between the two systems, and thus the temperature. Thus Joule heating effects
ould then be calculated within the in-line system. It was found that for systems applying an electric field in line, the direct influence from Joule
eating was only relatively small.

The pH in the capillary was measured in the in-line set-up using cresol red/TRIS solutions as pH probe. Significant changes in pH were observed

nd the results suggested that electrolysis of water is the dominant electrode reaction in the in-line system. In summary, the observed conductivity
hange in in-line systems was found to be mainly due to the pH change by hydrolysis of water, but primarily not due the temperature change in the
apillary column.

2007 Elsevier B.V. All rights reserved.
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eywords: Conductivity changes; In-line voltage application; Joule heating; pH

. Introduction

Separations that are performed within packed capillaries
nder an applied electric field are usually achieved with either
nd of the capillary column being immersed into a reservoir.
here are several reasons for this but the most obvious being

ts simplicity. Buffer reservoirs make it easy to apply a voltage
cross the capillary, to switch the run buffer, inject sample and

utomate the separation system. Most commercial CE instru-
ents utilize reservoirs, and are also often employed for CEC

eparations. However, it is sometimes impractical to use this type

∗ Corresponding author. Tel.: +46 54 7001530; fax: +46 54 7002040.
E-mail address: lars.blomberg@kau.se (L.G. Blomberg).

1 On leave from: Department of Chemistry, University of Oslo, P.O.B. 1033
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ges; Electric field-assisted capillary liquid chromatography

f set-up and in such cases the voltage has to be applied in-line
s opposed to using reservoirs [1]. Commonly, this is necessary
hen an external pressure is applied to the inlet of the column

o obtain a pressurized flow [2–31].
The main driving force behind combining an in-line applied

lectric field with a pressurized flow is that the system does not
hen depend upon the generation of an EOF for transporting
he mobile phase through the column, and that the separation
an then be optimized by the mobile phase flow rate and
lectrophoretic migration separately [2–5,8–11,13,15,19,27].
he magnitude or polarity of the electric field can thus be altered

o achieve a good separation without entirely changing the
ransport of the mobile phase. The removal of the dependency

n the EOF also means that any pH or buffer composition can be
sed, that would otherwise not have generated an EOF [6,17].
he application of pressure has also frequently been used for

n-line CEC methods in order to suppress bubble formation
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2,9,14,16,17,28], to give a more stable and reliable flow
9,14,19] or to obtain higher flow rates and reduced separation
imes [6]. The use of HPLC pumps with in-line application of

voltage, as opposed to reservoirs, also simplifies the use of
olvent gradients in CEC [13,17,18,20,22–24,26,28,29].

It has been shown previously by our group that in-line
pplication of an electric field generates increased conductiv-
ty [21,30,1]. The use of high electric field strengths is highly
esirable for electrically assisted capillary separation systems.
owever, the maximum field strengths that may be applied are

imited due to the high currents generated. Therefore investiga-
ion into the increased conductivity when using in-line systems
s of great importance in order to be able to maximize the electric
elds that can be applied over the column.

It is well known that in any capillary separation system
ith an applied electric field, such as CE, CEC and electric
eld-assisted liquid chromatography (EFLC), the conductivity
f the running buffer/mobile phase will increase with higher
pplied voltages. This is due to Joule heating effects, and these
ffects have been thoroughly studied in recent years [32–47]. We
ave earlier suggested [21,30,1] that the conductivity changes
bserved within an in-line system cannot be due to Joule heating
lone. The most apparent reason is perhaps that the conductiv-
ty changes shown within an in-line system are often dependent
pon the direction of the current. Even though these conductiv-
ty changes cannot be explained by Joule heating alone, the high
urrents often experienced within in-line systems will always
ive rise to Joule heating which inevitably will result in a pos-
tive feedback, also called autothermal effect [32], leading to
ncreasing conductivity.This paper details two main aims of
esearch. Firstly it was necessary to find a suitable method to
eparate the influence of Joule heating on the conductivity, from
ther sources of conductivity changes observed within in-line
eparation systems. For this reason, we have used the theory
hat within a standard CE set-up the only source of conduc-
ivity changes is arising from Joule heating. CE experiments
ere therefore performed in order to estimate the conductivity

hange at a given power per unit of length, P/L (W m−1). The
ressure driven in-line experiments were then performed using
he same capillary and the same instrument, while applying the
ame cooling to mimic the standard CE system. The conduc-
ivity changes observed within the CE experiments could then
e subtracted from the data generated with the in-line exper-
ments, thereby resulting in only non-Joule heating generated
onductivity changes being observable at given P/L.

The second aim was to generate a method for estimating the
otential pH changes in an in-line system. Within in-line sys-
ems, when OH− and H3O+ ions are created at the electrode
urface, they cannot be diluted into a relatively large volume
as with reservoir systems) but instead they must enter the col-
mn. Changes in pH can therefore be difficult to prevent in such
eparation techniques with an applied electric field, because the
ost logical solution to the problem (increasing the buffer con-
entration) shall give rise to problems with increased current
and potentially an even larger change of pH). The potential
H change is important for many separations in itself, but it is
lso of interest because it can give information about the role of

G

A
a

ta 75 (2008) 83–90

he electrolysis of water for the conductivity changes within the
n-line systems, which until now has still not been clear.

Throughout this study the general method for estimating the
H within the capillary was to use a pH indicator solution and
easure the absorption changes with a DAD detector. We used

resol red/TRIS solution as a pH indicator because of the unique
roperty of having two pH-dependent wavelength regions with
pposite pH responses. This property allowed us to measure pH
s a function of the difference in absorbance between these two
avelength regions, rather than measuring a single wavelength,
hich allowed the method to be less sensitive to drift and noise

ffecting the entire spectrum. The temperature dependence of
he pH indicator was also examined in this study. This was pos-
ible as the temperature could be estimated from the standard
E experiments and assumed to be similar in both the CE and

he in-line experiments at given P/L. Therefore the temperature
ffect could thus be subtracted before determining the pH. The
ean temperature within the CE capillary was calculated using

he change in conductivity at given P/L using the standard CE
xperiments and a method first described by Burgi et al. [37].
he conductivity (κ) can be calculated from the voltage (V),
urrent (I) and the cross section area (A) and length (L) of the
olumn:

= IL

VA
(1)

t should be noted that this equation is applicable for a homo-
eneous, stationary liquid medium. As in the CE process, the
uffer solution is in motion and variation in ionic concentra-
ion and species concentration are present in the capillary. The
onductivity depends on the velocity of the conducting ions,
hich depends upon the viscosity of the solution, and in turn
epends upon the temperature. If the rate at which the viscos-
ty and thereby the conductivity increases with temperature (the
hermal coefficient of electrical conductivity (γ)) is known, then
he mean temperature (TMean) in the solution can be calculated
sing the following equation:

Mean = T0 + κT/κ0 − 1

γ
(2)

0 is the original temperature of the solution and κT and κ0
re the conductivities at elevated temperature and at original
emperature, respectively. Burgi et al. [37] determined κ0 by

eans of applying a low voltage (5 kV), recording the current
nd calculating the conductivity under the assumption that the
oule heating could be neglected at the low voltage. Kok [47]
mproved the method by using a κ as function P/L plot and
xtrapolate it to P/L = 0 to determine κ0. Evenhuis et al. [42]
ecently improved the method further by utilizing conductance
G) instead of conductivity. G is used by the authors as the inverse
f resistance (R):
= 1

R
= I

V
(3)

s for Eq. (1), Eq. (3) is applicable for a homogeneous, station-
ry liquid medium.
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Fig. 1. Set-up of the in-line experiments using a CE-MS cassette. The inlet
vial of the CE instrument was used as outlet vial for in-line work as the CE
instrument can only apply voltage to the inlet vial. A Pt wire inside the PEEK,
poly(etherether ketone), tee was used as inlet electrode and was connected to
the electrode normally used as outlet electrode in the CE instrument. The out-
let electrode of the CE instrument was used, rather than a ground outside the
instrument, because it enabled current measurements by the instrument. A = inlet
electrode (grounded); B = outlet electrode, in vial (high voltage); C = detector
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However, in this work κ is used rather than G because we
onsider the change in conductivity an important topic in it self.
or temperature measurements only, the use of G is more con-
enient and we also suggest plotting G against P rather than
/L. When the same capillary and experimental set-up is used
o information about the capillary dimensions is then required
or temperature calculations.

In Refs. [37,42] γ = 0.0205 ◦C−1 was used, but it was pointed
ut by Evenhuis et al. [42] that, because of the rather small effect
f the stoichiometry of the solution [48], the use of γ = 0.02 ◦C−1

ould be an acceptable approximation in most cases. We have
ere used γ = 0.02 ◦C−1. In our experiments the temperature
as set to 20 ◦C giving the expression used here for temperature
etermination:

Mean = 20 ◦C + κT/κ0 − 1

0.02
(4)

. Experimental

An HP3D CE instrument (Agilent, Waldbronn, Germany) was
sed in this study due to its ability to measure absorbance,
oltage, current and temperature within the CE cassette simulta-
eously. This was crucial for our experiments. Furthermore the
P3D DAD detector was required to allow different wavelengths

o be measured simultaneously. Most importantly though, this
nstrument allowed the cooling mechanism of the capillary to
e similar for both the CE experiments and the pressure driven
xperiments with in-line application of a voltage (referred to as
he “in-line experiments” from here on).

The same batch of cresol red/TRIS solution was used
hroughout all experiments. Hundred milligrams per liter cresol
ed (Aldrich, Steinheim, Germany) was prepared from 10 mM
RIS (Aldrich, Steinheim, Germany) buffer, pH 7.5. The TRIS
uffer was adjusted to the desired pH with 25% HCl. The pH of
he final solution was recorded immediately prior to all exper-
ments, and was found to be pH 7.7. Fused silica capillaries,
0 �m i.d., were from Polymicro Technologies, Phoenix, AZ,
SA. Before use, the capillaries were rinsed with buffer solution.
In the CE experiments the only raw data of interest was the

urrent at different voltages. Each CE run started with 5 min
f rinsing under low pressure (50 mbar) followed by 2 min of
pplied voltage. The voltage and current were recorded and P/L
nd κ were calculated for further calculations. For the in-line
xperiments each run was initiated by pumping the solution
hrough the capillary at 2 �L min−1. Once a stable baseline was
chieved, the voltage was applied until a steady baseline was
btained again (2–5 min). After this the change in �Abs was
ecorded.

A syringe pump (Isco 100DM, Lincoln, NE, USA) was used
ogether with the CE instrument for the in-line experiments.
n HP3D CE together with a solvent delivery system has also
reviously been used by Apffel et al. [15] and Hennessy et al.

29].

For the in-line experiments a CE cassette normally used for
E-MS was utilized. The CE-MS cassette which is commonly
sed to get flow out of the CE for detection was here instead

c

t
b

indow; D = split for purge; E = capillary used to measure conductivity; the
rrow indicates the direction of the pressurized flow.

sed to pump liquid into the capillary (Fig. 1). Some practical
onsiderations regarding this are given below.

The most practical and safe method was to apply a voltage
o the outlet vial of the CE instrument and ground the inlet in-
ine electrode. However, within the CE instrument used here,
he voltage is usually applied to the inlet vial. As a consequence
he capillary had to pass the detection at the outlet side of the
assette, then make a turn and end in the vial normally used as
nlet (Fig. 1). For practical reasons it would have been easiest to
lace the in-line inlet electrode outside the CE instrument just
rior to the flow entering the cassette, however the length of
he capillary would, with such a set-up, be at least 50 cm and
ith the available 30 kV high voltage supply, only a maximum

lectric field of 0.6 kV cm−1 could have been applied. By instead
lacing the inlet electrode inside the CE cassette as close to the
etector as possible we could use a capillary as short as 25 cm.
n order to put the inlet electrode inside the cassette some minor
lterations to the cassette were required. As it was essential for
he study to use the same capillary in both the CE and the in-line
et-up, a 25 cm capillary would have been too short for the CE
et-up and therefore a 32 cm, 50 �m i.d. capillary was finally
sed in both the CE and the in-line set-up.

Further, it was found that due to the design of the CE instru-
ent, the in-line inlet electrode had to be grounded at the

lectrode normally used as the outlet electrode in the CE instru-
ent. This was to enable the proper measurement of the electric

urrent by the instrument. In all set-ups using a CE cassette, as in
hese experiments, there are areas of the capillary that are cooled
ith forced air flow inside the cassette and other areas, inside

he detection section and outside the cassette, that has no forced
ooling. We estimated that in the CE experiments ∼12 cm and
n the in-line experiments ∼14 cm of the total 32 cm capillary
as cooled by forced air, which we considered acceptable for

omparisons.

Unlike in the CE experiments, during the in-line experiments

he difference in absorbance of the cresol red/TRIS solution
etween 430 and 573 nm (�Abs) was recorded, as well as the
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oltage and the current. During these experiments, as well as
hroughout both pH and temperature calibrations, it was ensured
hat the �Abs was measured relative to a fixed starting point.

The �Abs of cresol red is both pH and temperature sen-
itive; therefore calibration of both was essential. For the pH
alibration, a plug of the standard pumping solution was injected,
ontaining different concentrations of added OH− or H3O+ ions.
he solutions containing added OH− or H3O+ ions were pre-
ared by the addition of measured volumes of NaOH (1 M) or
Cl (1 M) to a 50 mL volume of the original pumping solution.
hroughout the calibrations, the same flow rate (2 �L min−1)
s used for the in-line experiments was applied, and the sample
lug was injected for ∼2 min using a large (∼50 �L) loop. The
hange in�Abs between the original pumping solution and the
lug with added base or acid was then recorded.

The temperature calibration was conducted by means of
hanging the temperature inside the cassette while monitoring
he change in �Abs between 20 ◦C and the new set temper-
ture. To ensure that the pumping liquid entering the column
as already at the desired cassette temperature, an extra length
f capillary (30 cm) was inserted into the CE-MS cassette and
onnected prior to the inlet electrode to act as a preheating
evice.

. Results and discussion

.1. Joule heating

As outlined above, the conductivity changes arising from
oule heating were separated from other sources of conduc-
ivity changes. This was done by comparing the conductivity
hanges obtained within a standard CE set-up with those gener-
ted in an in-line system with an analogous cooling system.

hile equivalent cooling was applied to the pressure driven
n-line system, the temperature can still be expected to be
lightly lower, due to the increased flow of cooler liquid that

s being pumped into the column. Therefore, the mean temper-
ture of the standard CE capillary should be considered as a
aximum temperature of the in-line experiments. However, it

hall be shown through our results, that the small difference

d
u

s

ig. 2. (A) Conductivity as a function of W m−1 in standard CE and in the in-line set
2 cm, 50 �m i.d. silica capillary, reference solutions (cresol red/TRIS solution, as
xperiments. (B) Conductivity as a function of W m−1 with voltage applied in-line. O
he contribution of Joule heating to conductivity change has been subtracted.
ta 75 (2008) 83–90

oes not give rise to any significant importance in the overall
esults.

In Fig. 2A conductivity is plotted as a function of effect per
nit length, with either positive or negative polarity applied to
he outlet electrode in an in-line system as well as in a CE system.
he evident conclusion arising from Fig. 2A is that the conduc-

ivity changes observed with the in-line experiments are much
reater than those observed in the standard CE experiments.
lso, it can be observed that the conductivity in the standard
E experiments is virtually independent upon the direction of

he current, while using the in-line set-up the conductivity was
trongly dependent upon the current direction.

This result was not unexpected considering our previous
esearch [21,30,1]. It has previously been proposed that the
olarity dependence of the conductivity results from the use
f buffers that contain two ions with differing electrophoretic
obilities, as has been applied here with slower TRIS ions and
ore rapid chloride ions being present.
However, Joule heating alone should affect the conductivity

qually, independently of the current direction. This supports
he assumption that the conductivity changes observed in CE
re primarily arising from Joule heating, while it cannot be the
nly source of conductivity change within an in-line set-up.

It is clear from Fig. 2A that Joule heating has a minor influ-
nce upon the conductivity change within the in-line system. It
s also evident that the conductivity method (as a function of
ffect per unit length) commonly used to determine the temper-
ture within CE capillaries, is not suitable for use with an in-line
et-up.

In Fig. 2A and B it can be seen that when applying a pos-
tive voltage to the capillary outlet, the conductivity decreases
ith increasing P/L (or E). Through our experience, conductiv-

ty changes do, in general, differ depending upon the polarity,
owever, a decrease in conductivity at increasing field strengths
s rarely observed. A decrease in conductivity is normally
nly observed when a fast ion has an electrophoretic mobility

ownstream, while a slow ion has an electrophoretic mobility
pstream, as in this case.

The conductivity as a function of power per length unit, using
tandard CE methods, has been linearly plotted in earlier work

-up, with positive or negative voltage applied to the outlet electrode. The same
described in Section 2) and flow rate = 2 �L min−1 were used throughout all
pen markers show the original data, while filled markers show the data where
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37,42,47]. With respect to these previous studies we found good
inearity for a large portion of the P/L range, as shown in Fig. 2A.
owever, at the lowest P/L regions (<0.03 W m−1) the conduc-

ivity dropped dramatically. This was even more apparent for the
xperiments with a negative voltage applied to the outlet elec-
rode. The lack of linearity at low P/L values has, to the best of our
nowledge, not been previously reported. These results support
he choice of using a plot method rather than a single measure-

ent at low voltage, in order to determine the conductivity at
he temperatures unaffected by Joule heating (κ0).

Using the linear region at P/L (W m−1) >0.3, a κ0 value of
.0693 S m−1 could be determined as the intercept. κ0 was used
elow to determine the temperature in the capillary at a given
/L. Furthermore, κ0 was also used to generate a plot for the
onductivity changes within the in-line set-up, with and without
he effects of Joule heating (Fig. 2B). The difference between κ0
nd the given κ value in the CE experiments was then subtracted
rom the κ values of the in-line experiments.

Using the CE data presented in Fig. 2A and the κ0 value, the
ean temperature as function of P/L could thus be calculated

sing Eq. (4). Linear regression gave the following empirical
elationship between temperature and P/L:

mean = 5.1
P

L
+ 20 (5)

.2. pH changes

.2.1. Calibrations
The detection window was created 8 cm from the inlet elec-

rode, and the absorption variation was recorded upon the
pplication of an electric field to the in-line set-up. Calibration
or the correlation of �Abs to the added concentration of OH−
nd H3O+ ions was performed, allowing the estimation as to the
hange in OH− and H3O+ concentration within the capillary,
esulting from electrode reactions.

Cresol red’s UV response is however not only pH sensitive,
ut also temperature sensitive, and cresol red/TRIS solutions

ave previously been used as temperature probes in multi-
uvettes [49]. Due to the increased temperatures, arising from
oule heating, within the in-line experiments, the �Abs as a
unction of temperature rise had to be subtracted from the exper-

g
o
p

ig. 3. (A) Calibration of �Abs (430 and 573 nm) as a function of added H3O+ to th
alibration of �Abs (430 and 573 nm) as a function of added OH− to the reference s
ta 75 (2008) 83–90 87

mental result to allow the data to show only the UV response
rising from the OH− and H3O+ ions formed in the electrode
eactions. A plot of�Abs as a function of temperature followed
linear relationship.

The temperature at given P/L was already calculated from
he standard CE experiments, and as mentioned previously the
E and in-line experiments were performed using the same cap-

llary cooling system. However, the temperature measurements
erived from conductivity for the standard CE experiments, are
verage temperatures. The correct temperature to employ when
ompensating for temperature effects on �Abs is actually the
ocal temperature found in the detection window. The tempera-
ure found locally in the detection window may differ from the
verage temperature, due to the fact that the CE instrument does
ot cool this section, and the added effect from the removal of the
olyimide coating. It can be observed from the results below that
emperature differences within the in-line experiments were not
ignificant, and therefore it was believed that the average tem-
erature difference and that found in the detection window were
elatively comparable.

Synergy effects, from the combination of pH and tempera-
ure, upon the absorption of cresol red may be expected, and
herefore calibration of added OH− and H3O+ concentrations
ith respect to�Abs was performed at 20, 25 and 30 ◦C (Fig. 3).
he �absorption was measured using the absorption of a large

njected plug of reference solution with controlled added OH− or
3O+ concentrations, relative to the unmodified reference solu-

ion. In these experiments a six-port injector valve was mounted
etween the pump and the split prior to the CE cassette. The
alibration was primarily performed using �Abs as a function
f added OH− or H3O+ concentration, rather than as a function
f pH. This was because we wanted to relate to ions formed at
he electrode surface.

Some synergy effects were observed upon the addition of an
cid (Fig. 3). A lower response was observed upon the large addi-
ion of H3O+ ions at high temperatures, while the response on the
ddition of OH− was virtually equal for all three temperatures
Fig. 3B).
Due to these synergy effects, consideration was given to the
eneration of a multivariate calibration with�Abs as a function
f added OH− or H3O+ concentration, and as a function of tem-
erature. However, it was found from the in-line experiments

e reference solution. Capillary, reference solution, flow rate as in Fig. 2A. (B)
olution. Capillary, reference solution, flow rate as in Fig. 2A.
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hat the temperature increase was relatively low and therefore
he data from 20 ◦C was used for calibration. It will also be
hown in Section 3.2.2 that this simplification has no significant
mpact on the conclusions drawn from the study.

.2.2. Changes in OH− and H3O+ concentrations
During the in-line experiments, the increase in concentration

f either OH− or H3O+ ions resulting from electrode reactions
as estimated using the �Abs values. These concentrations
ere then plotted as function of current as shown in Fig. 4.
he direct influence from Joule heating to the �Abs was sub-

racted prior to calculation, using the temperatures generated
rom the standard CE experiments described above. The cali-
ration curve at 20 ◦C (Fig. 3) was employed for both the OH−
nd H3O+ calibrations, with the highest temperature observed
uring the in-line experiments being 21.8 ◦C. Within Fig. 4A,
he grey markers represent experiments under temperatures
etween 22.7 and 28.8 ◦C; these data were excluded from this
tudy. The data points were however, primarily excluded as
he calibration was performed only up to 3.6 mM. At larger
dded concentrations of HCl the pH was found to drop dra-
atically due to the decreasing buffer capacity of the TRIS

uffer, and subsequently the �Abs values no longer followed
he same trend. Therefore the concentrations obtained from
he grey data points shown, can only be known to be above
.6 mM.

A theoretical maximum plot line was added to Fig. 4A and
. This was done to demonstrate how the concentration within

he capillary would change if, at the given current, each electron
ould form an OH− and an H3O+ ion from water at the elec-

rodes, which then would be diluted into the given flow. However,
n both Fig. 4A and B the experimental data is above the the-
retical maximum. This result is believed to illustrate that the
ominant electrode reaction products are OH− or H3O+ ions.

he larger experimental values than the theoretic are believed

o be a result of inhomogeneous distribution of the concentra-
ion changes along the capillary. Previous results [30] suggest
hat the concentration changes are larger in the beginning of the

s
a
d
t

ig. 4. (A) Added H3O+ concentration 8 cm from the inlet electrode as a function
ine illustrates the theoretical maximum concentration of formed H3O+ ions calculat
pparent addition of H3O+ ions rather than added free H3O+ ions in the solution b
bserved 8 cm from the inlet electrode as a function of current, upon application of a n
aximum concentration of formed OH− ions calculated from the current and the vol

ather than added free OH− ions in the solution because of the buffer capacity of the
ta 75 (2008) 83–90

apillary, where the detection window is placed in the present
xperiments.

This result indicates that the virtually exclusive electrode
eaction in the system is water forming OH− or H3O+ ions
ccording to

H2O + 2e− → H2 + 2OH−, 2H2O → O2 + 4H+ + 4e−

The difference in conductivity between the standard CE and
he in-line set-up appears to be a consequence of the presence of

ore formed OH− and H3O+ ions within the in-line set up. When
sing an in-line system, the formed ions cannot be diluted in a
elatively large volume as when using a standard CE set-up, with
uffer vials. Within the in-line set-up the formed ions will instead
ncrease the ion strength of the mobile phase inside the capillary,
hich shall result in an increased conductivity. The increase in

oncentration of OH− or H3O+ ions must however also result in
he formation of an equivalent quantity of oppositely charge ions.
or example a 3 mM increase in H3O+ ions, which according

o Fig. 4A is formed at ∼10 �A, must be accompanied by a
mM increase in negative buffer ions, otherwise the column
ould not be electro-neutral. This increase in concentration of
ppositely charged ions, arising from the buffer, is essential for
he formation of OH− and H3O+ ions, and the increase in buffer
on concentration therefore ultimately determines the change in
onductivity within in-line set-up systems.

We have earlier demonstrated [30] that if the only two pro-
esses present within an in-line set-up were the pressure driven
ow and the electrophoretic velocity of the buffer ions, then there
ould be (at electric fields in the range of 1 kV m−1 and above)
large increase in the number of ions moving upstream under

heir own electrophoretic velocity. In such a simplified system,
he increase was shown to be greatest at the inlet of the electric
eld and close to the capillary wall, as a result of the parabolic
ow profile. The ions with an electrophoretic velocity down-

tream would however generate an increase in concentration
fter the outlet. This would not have any influence on the con-
uctivity due to the increase in ion concentration being outside
he electric field.

of current when applying negative voltage at the outlet electrode. The dashed
ed from the current and the volume flow. The concentration change illustrates
ecause of the buffer capacity of the solution. (B) Added OH− concentration
egative voltage at the outlet electrode. The dashed line illustrates the theoretical
ume flow. The concentration change illustrates apparent addition of OH− ions
solution.
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Through most of our previous work on conductivity changes
ithin in-line systems, a non-buffering salt solution has been

mployed. We have found [21] that there has been no major
ifference in the conductivity change when using buffering or
on-buffering systems, and this has also been observed in this
tudy. When OH− or H3O+ ions are formed at the electrodes,
ithin a buffering solution the ions can pass their charge on to

he buffer. The buffer ions always display far lower mobilities
han OH− or H3O+ ions, meaning that if the buffer transports
he charge, then the current would be lower than if transported
y the faster moving OH− or H3O+ ions. The mobility of the
on transporting the charge is however, not the major factor for
onductivity changes within in-line systems. The major factor
s instead, the fact that an in-line system allows the increase
n concentrations of OH− or H3O+ ions, and buffer ions. The
apacity of the buffer in the mobile phase therefore has an influ-
nce upon the conductivity within an in-line system, however,
his influence is of secondary importance.

.2.3. Changes in pH
During the calibration shown in Fig. 3, the pH for each solu-

ion was directly measured, making it possible to calculate and
hen plot the pH as function of current within the in-line experi-

ents (Fig. 5). The pH of the original solution was slightly lower
han the pKa of TRIS, and therefore the pH decreased further (as
unction of current) using positive as opposed to negative polar-
ty. Under the assumption that OH− or H3O+ ions are formed
uring almost all electrode reactions, as suggested by the results
n Fig. 4, the change in pH of a solution lacking buffering capac-
ty would theoretically be ∼2.5 and ∼11.5 at either end of the
olumn, with a current of only 10 �A.

Fig. 5 may show the apparent pH change in the in-line system,
ut may not give the pH change of the whole system affecting
onductivity. When the applied current is high, the radial distri-
ution of pH is inevitable because of the parabolic flow profile.
he pH of the sample solution near the wall should be very low
r very high due to hydrolysis, depending on the measurement
osition relative to the electrodes. Thus the observed pH change

n Fig. 5 may be underestimated because the axial photometric
ignal is volume-weighted.

Further, we suggest that as well as a pH variation from the
nlet to the outlet being formed within the capillary, the buffer

ig. 5. pH as a function of current at positive and negative polarities in the in-line
xperiments. Capillary, reference solution, flow rate as in Fig. 2A.

[

[

[
[
[

ta 75 (2008) 83–90 89

ons may be accumulated close to the capillary wall where the
ow velocity is low [30]. Thereby, radial pH variations within the
eparation column may occur, which could have negative effects
pon the separation. Therefore, a high buffer capacity seems of
reat importance when using in-line application of electric fields
n capillary separations. Using buffers in high concentrations
ill, of course, result in higher currents and the formation of
ore OH− or H3O+ ions. On the basis of our experience we

elieve that this can be a difficult problem to solve in some
ases. Often solutions with higher concentration than ∼10 mM
annot be employed when electric fields higher than 1 kV cm−1

re applied due to high currents generated. With such low buffer
oncentrations, the pH differences along and perhaps also across
he column, could be a problem.

If the characteristic increase in conductivity using in-line
ystems can be avoided or minimized, this would facilitate
he elimination of many of the common problems associated
ith in-line systems. Through the precise control of operating
arameters or perhaps employing buffer reservoirs or flow split-
ing [1] at the inlet electrode, the increase in conductivity can
ften be minimized and therefore the performance of the system
mproved.

. Conclusions

The most important conclusion is that the observed conduc-
ivity change in in-line systems is mainly due to the pH change
y electrolysis of water, but not due to the temperature change
n the capillary column.
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bstract

Hydrogen peroxide (H2O2) present in honey was rapidly determined by the differential amperometric method in association with flow-injection
nalysis (FIA) and a tubular reactor containing immobilized enzymes. A gold electrode modified by electrochemical deposition of platinum was
mployed as working electrode. Hydrogen peroxide was quantified in 14 samples of Brazilian commercial honeys using amperometric differential
easurements at +0.60 V vs. Ag/AgCl(sat). For the enzymatic consumption of H2O2, a tubular reactor containing immobilized peroxidase was con-

tructed using an immobilization of enzymes on Amberlite IRA-743 resin. The linear dynamic range in H2O2 extends from 1 to 100 × 10−6 mol L−1,
t pH 7.0. At flow rate of 2.0 mL min−1 and injecting 150 �L sample volumes, the sampling frequency of the 90 determinations per hour is afforded.
his method is based on three steps involving the flow-injection of: (1) the sample spiked with a standard solution, (2) the pure sample and (3) the

nzymatically treated sample with peroxidase immobilized. The reproducibility of the current peaks for hydrogen peroxide in 10−5 mol L−1 range
oncentration showed a relative standard deviation (R.S.D.) better than 1%. The detection limit of this method is 2.9 × 10−7 mol L−1. The honey
amples analyses were compared with the parallel spectrophotometric determination, and showed an excellent correlation between the methods.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Honey contains a complex matrix of components, which
resents a considerable analytical challenge. It is a liquid (or
emiliquid) product made up of about 80% solids. It is produced
y bees from the nectar of plants, as well as from honeydew. Bees
nd plants are the primary sources of components such as: carbo-
ydrates (fructose, glucose, maltose and sucrose with traces of
any other sugars depending on the floral origin), water, traces

f organic acids, enzymes, aminoacids, pigment, and other com-
onents like pollen and wax which arise during honey maturation
1]. The chemical analysis of honey has three main purposes:

1) to determine the geographical and botanical origin, (2) veri-
cation of adulteration and (3) identification of pharmacological
ctive compounds. The first and second points assist with cer-

∗ Corresponding author. Fax: +55 32 3229 3314.
E-mail address: renato.matos@ufjf.edu.br (R.C. Matos).
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ification of quality of the product which is commonly used as
food product; and the third area allows the examination of

ontent for the use of honey in medicinal purposes.
Hydrogen peroxide is a product of many biological reactions

atalyzed by several oxidase enzymes. All honeys contain per-
xide, which imbues them with antibacterial properties. It has
een shown that the antibacterial activity of honey occurs due
o hydrogen peroxide generation [2–5]. Therefore, the determi-
ation of hydrogen peroxide is important in the characterization
nd selection of honey samples for its use as an antimicrobial
gent. Hydrogen peroxide is generated by the enzyme glucose
xidase when honey is diluted and maximum levels of hydro-
en peroxide encountered in the diluted honeys are in the range
f 1–2 mmol L−1 [6]. Dilution is needed to decrease the acid-
ty of the medium and for adjusting the pH for proper action

f glucose oxidase. Weston [5] stated that the level of hydro-
en peroxide in honey is essentially determined by the amount
f catalase, which originates from flower pollen, and glucose
xidase, which originates from the hypopharyngeal glands of
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ees. Manzoori et al. [7] have proposed the spectrofluorometric
etermination of hydrogen peroxide in several honey samples
sing crude extract of kohlrabi (Brassica oleracea gongylodes),
hich is a rich source of peroxidase. Franchini et al. [8] have
escribed a versatile method for spectrophotometric determina-
ion of micromolar hydrogen peroxide in commercial Brazilian
oney samples using a peroxidase immobilized on resin and the
etermination of trace metals using capillary zone electrophore-
is without any treatment of honey samples.

Electrochemical determinations of hydrogen peroxide are
enerally performed by oxidation on a platinum electrode [9].
epending upon the pH of the solution, a very high positive
otential must be applied for the oxidation of hydrogen perox-
de. The typical applied potentials are in the range of +0.7 to
0.9 V vs. SCE [10]. As a result, many substances can interfere
ith the measurements. The use of biosensors with immobilized

nzymes such as peroxidase and catalase has been extensively
nvestigated for hydrogen peroxide analysis, based on spec-
rophotometry [8,11], fluorometry [7,12], chemiluminescence
13,14] and electrochemical [15] techniques.

Strategies have been investigated to adapt quantification
ethods to the range of sample concentrations with low cost. In

he analytical methods using enzymes, the reduction in cost of
he determination is generally associated with reduced enzyme
onsumption. Recently, various ion-exchange resins have gained
onsiderable attention not only for separation purposes but also
s carriers of catalytic active substances. Considerable thought
as been paid to their application for immobilization of enzymes
11,14,16–19]. The resins should meet several requirements.
heir porous structure must be strong enough to withstand the
nhanced pressure usually applied in forced flow bioreactors.
urthermore, the membrane material must be chemically and
hysically resistant. These requirements can be met by various
romatic and aliphatic polyamides. Therefore, resin prepared
rom these polymers is a suitable substrate for the immobiliza-
ion of enzymes [20]. The covalent binding of the enzyme to
he polymer matrix is one of the most prospective methods for
mmobilization.

In the present work, we describe a versatile method for dif-
erential amperometric determination of hydrogen peroxide in
oney, using a gold microelectrode modified by electrodepo-
ition of platinum, combined with an on-line tubular reactor
ontaining peroxidase immobilized on resin (Amberlite IRA-
43) without any treatment of samples. The concentration of
he hydrogen peroxide in each sample was calculated based on
he difference between the current measurement before and after
he enzymatic treatment.

. Experimental

.1. Enzymes immobilization

The procedure adopted to immobilize the peroxidase enzyme

as quick and very simple [15]. Amberlite IRA-173 resin was

elected as support, because it has active amine groups in its
hemical structure. The enzyme immobilization process begins
ith the addition of 100 �L of glutaraldehyde 0.1% to 250 mg

0
s
t
t

nta 75 (2008) 301–306

f resin, and this mixture was stirred for 5 min. Subsequently,
00 units of enzymes were introduced into the mixture and
tirred for an additional 10 min. In the next step, the resin was
ransferred to a length of tygon tubing (2.5 mm of i.d. and 25 mm
ong) with one of its extremities closed with a thin layer of glass
ool to assemble the reactor. At this point, the other extrem-

ty of the tubing was then closed with glass wool. To adapt the
nzymatic reactor to a FIA (flow-injection analysis) system, the
ubing (0.8 mm of i.d) was attached at in each of its extremities
ith the aid of a small piece of silicone tubing (1.3 mm i.d. and
mm long). Finally, the reactor was washed with 10 mmol L−1

hosphate buffer solution (pH 7.0) to remove the excess of per-
xidase.

.2. Reagents and chemicals

All solutions used were of analytical grade. Hydrogen
eroxide, mono- and di-hydrogen phosphates were obtained
rom Merck (Darmstadt, Germany). Solutions were prepared
y dissolving the solids in distilled water that was also
reated with a nanopure system. Commercial peroxidase (EC
.11.1.7–115 U mg−1) was obtained from Sigma (St. Louis,
O, USA). The Amberlite IRA-743 ion-exchange resin and

lutaraldehyde were obtained from Aldrich (Milwaukee, WI,
SA). Diluted solutions of hydrogen peroxide were prepared
aily using deionized water.

.3. Sample collection

This work was carried out on 14 samples in Brazil. The
amples were stored in the dark at room temperature prior to
nalysis. For determination of hydrogen peroxide, 1 g of honey
as dissolved in 10 mL of purified water and injected in the
ow-injection system. Each sample was injected in triplicate.

.4. Electrodes and instrumentation

The electrochemical cell comprised a platinum-modified
old electrode (3.0 mm diameter). Modification was done by
lectrochemical deposition of Pt (K2PtCl6 2 × 10−3 mol L−1,
H 4.8, at −1.00 V for 15 min). Microscopic observation of
he electrodes after electrodeposition showed uniform platinum
eposit, with a very rough surface. Electrodes so modified were
table for at least 1 week under intense use. The reference elec-
rode was a miniaturized Ag/AgCl(sat) electrode constructed in
ur laboratory [21] and a stainless steel tube (1.2 mm i.d.) was
sed as auxiliary electrode.

In this work, a double channel flow system was employed.
he solutions were propelled by pressurization, utilizing an
quarium air pump to avoid the undesirable pulsation observed
hen peristaltic pumps are employed [22]. Control of the flow

ate was done by adaptation of the aquarium valve outlet with
pinched tygon tube inserted in the line. Teflon tubing of
.5 mm i.d. was used throughout the flow system. The flow
ystem used during the development of this work consisted of
wo lines, in first the sample was added in the detection sys-
em, in the second the sample was inserted in the line that
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Fig. 1. Repetitive injections of hydrogen peroxide 1 × 10−5 mol L−1 to find the
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ontain the enzymatic reactor before of the detection system.
potentiostat (�-AUTOLAB) operating in the amperometric

ode was employed for FIA measurement. Temperature con-
rol was achieved using a THERMOMIX 18 BU B thermostatic
ath Braun Biotech. International. The system contains an aquar-
um air pump, a pinch valve, sampling loop, a tubular reactor
Ø = 0.25 cm and 2.5 cm of length) with peroxidase chemically
mmobilized in Amberlite IRA-743 resin, an electrochemical
ell and the potentiostat.

.5. Procedure

For amperometric detection of hydrogen peroxide, +0.60 V
as found the most favorable potential to be applied to the gold

lectrode modified with platinum. The differential determination
f this analyte requires at last three measurements, one involv-
ng the sample containing a standard addition in the channel
ithout the reactor, a second containing just the sample in the

hannel without the reactor, and the third measurement involves
sample passes through the enzyme reactor. In the first case a

ignal, corresponding to hydrogen peroxide standard, hydrogen
eroxide of the sample and plus the interfering components is
egistered. In the second case, the signal corresponds to the sam-
le without hydrogen peroxide standard. In the third case, the
ignal corresponds to the sample without H2O2 (i.e., only to the
nterfering species). The calculated difference is compared with
H2O2 standard.

. Results and discussion

Preliminary tests employing platinum-modified electrodes
howed a very interesting behavior in the presence of hydrogen
eroxide. The current enhancement was remarkable and in addi-
ion a decrease in the oxidation potential of hydrogen peroxide
ccurs when the electrodes are modified. Part of the increase in
urrent can probably be attributed to the increase in the effective
rea of the electrodes. Observations with a microscope showed
he formation of a very porous surface after platinum deposi-
ion.

.1. Immobilized peroxidase and optimization of the flow
ystem

To examine the efficiency of the tubular reactor contain-
ng immobilized peroxidase in a resin, experiments involving
onsecutive injections of hydrogen peroxide solution were
erformed. Responses of a gold electrode modified by elec-
rodeposition of platinum for injections of 150 �L of hydrogen
eroxide 1 × 10−5 mol L−1 for a channel without enzyme and
ith immobilized peroxidase were obtained. For a channel with-
ut enzyme a current of 0.17 �A was measured, while for the
eactors with immobilized peroxidase currents of 0 �A was
ound. The reactor with immobilized peroxidase was effective,

nce it was able to eliminate completely the H2O2, a fundamen-
al condition for applications in differential measurements.

The influence of parameters such as flow rate and sam-
le volume was studied. Fig. 1A shows the amperometric

u
b
c
s

old electrode modified by electrodeposition of platinum. Applied potential,
600 mV vs. Ag/AgCl(sat).

esponses of a gold electrode modified with platinum for injec-
ions of 150 �L of hydrogen peroxide 1 × 10−5 mol L−1, as

function of the flow rate, varied from 0.5 to 5.0 mL min−1

ith and without reactor. The signal remains virtually con-
tant when the flow rate is changed from 1.5 to 3.0 mL min−1

.
or high flow rates, the peroxidase immobilized in the tubular
eactor was unable to eliminate completely the hydrogen per-
xide. The elimination reaction rate has to decrease when the
ow rate decreases. A flow rate of 2.0 mL min−1 was chosen
s the most favorable, since it combines good reproducibil-
ty, high throughput (90 samples h−1), lower consumption of
arrier solution and complete elimination of the hydrogen
eroxide.

Fig. 1B shows the influence of the sample volume on the
nalytical signal which was also evaluated. Loops with internal
olumes varying from 50 to 250 �L were tested. When the vol-
me of the sample is increased, the amperometric signal grew

ut the analysis time also increased, once the cell wash-out pro-
ess also requires a longer time. The volume of 150 �L was
elected as the working volume in the following experiments.



304 R.A.d.A. Franchini et al. / Talanta 75 (2008) 301–306

Fig. 2. FIA-amperometric measurements involving injections of 150 �L solu-
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Fig. 3. Differential FIA-amperometric measurements of hydrogen peroxide in
three different samples of honey: (A) sample 3; (B) sample 4; and (C) sample 7.
The triplicate injection correspond to: (I) 150 �L of sample +2 × 10−6 mol L−1

of the standard hydrogen peroxide solution, (II) 150 �L of the sample and (III)
150 �L of the sample after enzymatic treatment with peroxidase immobilized.
ion containing 1 − 10 × 10−6 mol L−1 of hydrogen peroxide. The inset shows
he respective calibration plot. Conditions: sample volume, 150 �L; flow rate,
.0 mL min−1; applied potential, +600 mV vs. Ag/AgCl(sat).

or all the volumes studied the peroxidase immobilized in the
ubular reactor completely eliminated the hydrogen peroxide in
he samples when used flow rate of 2.0 mL min−1.

An important characteristic observed for the immobilized
nzyme was a storage stability of at last 2 week under intense use
ith hydrogen peroxide standard. After this period, a decrease
n the order of 30–45% of the enzyme activity was observed.
hen applied in the determination of hydrogen peroxide in

oney, the enzymatic reactor showed a loss in the enzyme activ-
ty after 50 injections, requiring construction of a new reactor.

hen not in use, the reactors were stored in a freezer at −20 ◦C
8].

.2. Calibration plot

Fig. 2 shows the amperometric response of the modi-
ed gold electrode for successive injections of 150 �L of
ydrogen peroxide from (a) 1 �mol L−1 to (e) 10 �mol L−1.
he proportionality between the amperometric current
nd the hydrogen peroxide concentrations was con-
rmed from the calibration plot shown in the inset (i
�A) = 3.77 × 10−3 + 1.67 × 10−2[H2O2](�mol L−1); correla-
ion coefficient, 0.999). Notice the very favorable signal-to-noise
atio, demonstrated by the very stable base line obtained for
hese low micromolar concentrations. The detection limit
or the conditions adopted in present study was found as
.9 × 10−7 mol L−1 (3 times the standard deviation of the
lank) [23].

.3. Determination of hydrogen peroxide in honey by
ow-injection analysis

The samples to be analyzed were mixed on-line with buffer
olution, used as the carrier solution. Fig. 3(A–C) shows three
equences of hydrogen peroxide analysis for three samples.
ach group of three peaks corresponds to 150 �L injec-
ions of the honey sample containing (I) a standard addition
2 × 10−6 mol L−1 of the standard hydrogen peroxide), (II) the
ample without treatment, and (III) the sample after enzymatic
reatment with peroxidase immobilized. The standard addition

Other conditions as in Fig. 2.
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Table 1
Results obtained in analysis of hydrogen peroxide (mg kg−1) in honey samples

Number of sample Geographical origin H2O2 (mg kg−1) (amperometry) H2O2 (mg kg−1) (spectrophotometry)

1 Viçosa 150 ± 3 155 ± 2
2 Teresópolis 139 ± 3 135 ± 4
3 Teresópolis 56 ± 2 71 ± 6
4 Teresópolis 130 ± 3 131 ± 6
5 Teresópolis 30 ± 1 28 ± 1
6 Teresópolis 8 ± 0 9 ± 0
7 Teresópolis 205 ± 2 214 ± 4
8 Espı́rito Santo 157 ± 3 158 ± 5
9 Belo Horizonte 140 ± 2 139 ± 3
10 Tabuleiro 148 ± 4 142 ± 4
11 Coronel Pacheco 47 ± 1 62 ± 3
12 Coronel Pacheco 80 ± 2 91 ± 3
13 Volta Redonda 155 ± 4 147 ± 6
14 Juiz de Fora 37 ± 0 47 ± 1

Mean – 103 109
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min – 8

max – 205

ethod was carried out with the peaks (I) and (II) after subtract-
ng of the height of the peak (III).

Table 1 and Fig. 4 compare the results of the anal-
ses performed by amperometry developed in this work
nd using the spectrophotometric detection [8] for 14 dif-
erent samples (in triplicates). Comparing the amperometry
ith gold/platinum electrode and spectrophotometry gives a

lope and intercept very close to unity and zero, respec-
ively. The confidence interval for the slope and intercept
re (0.95 ± 0.03) and (8.14 ± 4.04) mg kg−1, respectively, for

95% confidence level. Taking into account these results,

o significant differences between the three methods were
bserved, which strongly indicates the absence of systematic
rrors.

ig. 4. Comparison of the results obtained by differential amperometric analysis
or 10 different samples of rainwater using a gold microelectrode modified by
he deposition of platinum and (A) differential amperometric analysis using a

ercury microelectrode and (B) spectrophotometric methods for the analysis of
ydrogen peroxide.
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. Conclusions

This work demonstrated the potentiality of the amperometric
ethod using gold electrodes modified with platinum coupled
ith flow-injection analysis techniques, for the detection of
ydrogen peroxide in honey using peroxidase immobilized in a
ubular reactor. The very high sensitivity provided by amperom-
try, combined with the low volume of the flow cell, allows us to
ork with small sample volumes and at low concentrations. The

ssociation of amperometric detection with flow-injection anal-
sis and the possibility of avoiding cumbersome processes such
s separation, extraction and filtration substantially increase the
peed of analysis. These advantages offer a very favorable way
or the rapid analysis of hydrogen peroxide in honey samples
throughput of 90-samples h−1).
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bstract

Hydrazine is determined spectrophotometrically by forming the derivative 2,4-dinitrophenylhydrazine from 2,4-dinitrochlorobenzene. The
ormed dinitro derivative undergoes condensation reaction to form the hydrazone with p-dimethylaminobenzaldehyde (p-DAB). The resulting
ellow colored product is stable in acidic medium and has a maximum absorption at 458 nm. The colour system obeys Beer’s law in the range

–7 �g of hydrazine in an overall volume of 25 mL. The molar absorptivity is calculated to be 8.1 × 104 L mol−1 cm−1 with a correlation coefficient
f 0.998. The relative standard deviation is 1.7% (n = 10) at 6 �g of hydrazine. Interferences due to foreign ions have been studied and the method
as been applied for the determination of hydrazine in boiler feed water.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Hydrazine derivatives have found application as drugs,
ntioxidants, photographic developers, insecticides and blow-
ng agents for plastics. It is used as a reducing agent and as
nalytical reagent for sugars and carbonyl compounds.

Besides being reactive and explosive, hydrazine is highly
oxic. It may cause skin irritation and systemic poisoning [1].
ydrazine is a suspected carcinogen [2] and the threshold limit
alue for workroom air is 0.1 ppm in the USA [3]. Because of
hese considerable toxicological effects and its industrial sig-
ificance, the determination of hydrazine at microlevels is of
nterest.

Several methods have been described in the literature for the
etermination of hydrazine in trace amounts using different ana-
ytical techniques such as voltammetry [4], coulometry [5], gas
hromatography [6], spectrofluorimetry [7], spectrophotometry
8,9] and titrimetry [10]. Many methods have been suggested for
he determination of hydrazine based on its basic character or

educing property [11,12] Spectrophotometric methods are more
seful for the determination of hydrazine at low concentration
evels [13,14].

∗ Corresponding author.
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A kinetic spectrophotometric method has been reported
15] based on hydrazine inhibition effect on the reaction
etween bromate and hydrochloric acid. The method is based
n the bleaching of methyl orange by the reaction products.

sensitive spectrophotometric method was reported based
n the reduction of hydrazine to ammonium sulphate with
n/H2SO4 reductor column. The formed ammonium sulphate

s determined based on Berthelot reaction forming indophenol
ye [16].

In this paper we present a highly sensitive method
or the determination of hydrazine by the synthesis of
,4-dinitrophenylhydrazine in situ. Hydrazine reacts with
,4-dinitrochlorobenzene in the presence of sodium acetate
nder boiling condition to form 2,4-dinitrophenylhydrazine
17]. The formed product undergoes condensation reaction
o form the hydrazone with p-dimethylaminobenzaldehyde.
he formed yellow colored hydrazone is highly sta-
le in acidic condition and has maximum absorption at
58 nm.

The present method is very sensitive for the determination
f hydrazine in trace amounts. It is compared with the well
nown method based on the condensation of hydrazine with

-dimethylaminobenzaldehyde [18] and it is observed to have
higher sensitivity. The developed method has been applied

uccessfully to the determination of hydrazine in boiler feed
ater.
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. Experimental

.1. Apparatus

All absorbance measurements were made using Elico SL 177
canning Spectrophotometer with 1 cm matched glass cells.

.2. Reagents

All chemicals used were analytical grade reagents. Oxy-
en free water was used for the preparation of solutions. This
as prepared according to ASTM specification by boiling dis-

illed water and then cooling it under a nitrogen atmosphere
o keep it free of dissolved oxygen [19]. A stock solution of
ydrazine (1000 �g mL−1) was prepared by dissolving 0.4066 g
f hydrazinium sulphate in water and diluting to the mark with
ater in a 100 mL volumetric flask. A suitable aliquot of the

tock solution was further diluted to give a 2 �g mL−1 solution
f hydrazine. A stock solution of sodium acetate (0.6%) was
repared by dissolving 600 mg of sodium acetate in water and
iluting to 100 mL. It was further diluted to obtain a solution
0.06%). A stock solution of 2,4-dinitrochlorobenzene (0.1%)
as prepared by dissolving100 mg of 2,4-dinitrochlorobenzene

n methanol and diluting to 100 mL with methanol. A suit-
ble aliquot of the stock solution was further diluted to obtain
.014% solution. (2,4-Dinitrochlorobenzene must be handled
autiously. It is a skin irritant. Any contact with skin should
e washed with methylated spirit immediately.) A solution of
-dimethylaminobenzaldehyde (p-DAB) 1% was prepared by
issolving 1 g of p-dimethylaminobenzaldehyde with 100 mL of
ethanol water mixture in the ratio 1:3. Hydrochloric acid (2 M)
as prepared by adding 182 mL of concentrated hydrochloric
cid to 250 mL of water and diluting to 1 L. Diethylene glycol
olution was prepared by diluting 25 mL diethylene glycol to
00 mL with distilled water to get 25% solution. Hydroxylamine
olution (600 �g mL−1) was prepared by dissolving 0.1264 g of
ydroxyl ammonium chloride in 100 mL of distilled water.

t
T
p
y
m

Fig. 1. Reaction
a 75 (2008) 27–31

.3. Preparation of calibration graph

To a series of 50 mL glass beakers, 10 mL of sample contain-
ng 0–7 �g of hydrazine 2 mL of 0.06% sodium acetate, 2 mL of
.014% 2,4-dinitrochlorobenzene, 3 mL of 25% diethylene gly-
ol, 7 mL of methanol were added. The solutions were mixed
ell and heated on a hot plate till the volume is reduced to one
alf of the initial volume. To the hot solution 2 mL of 1% p-
imethylaminobenzaldehyde was added and mixed well. The
ontents were cooled to room temperature and transferred to
5 mL calibrated flasks. The beakers were washed with 2 M
ydrochloric acid and transferred to the calibrated flasks and
nally diluted to the mark with 2 M hydrochloric acid. The
bsorbances of the solutions were measured at 458 nm against a
eagent blank to construct a calibration graph.

.3.1. Determination of hydrazine in boiler feed water
A sample volume of 10 mL containing not more than 7 �g of

ydrazine was subjected to analysis by following the procedure
escribed under calibration graph.

. Results and discussion

2,4-Dinitrophenylhydrazine serves as an excellent reagent
or the characterization of carbonyl compounds. The formed
ydrazone is colored, often more crystalline and less prone to
xidation and cyclisation.

The present investigation is based on the synthesis of 2,4-
initrophenylhydrazine in situ by the reaction of hydrazine
ith 2,4-dinitrochlorobenzene in the presence of sodium acetate

nd diethylene glycol or triethylene glycol [17]. The reac-
ion was carried by heating the contents on a hot plate till
he volume is reduced to one half of the initial volume.

he formed product undergoes condensation reaction with
-dimethylaminobenzaldehyde in acidic condition to form a
ellow colored hydrazone (Fig. 1) which has an absorption
aximum at 458 nm (Fig. 2) in acidic condition.

scheme.
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Fig. 2. Absorption spectra (A) blank; (B) 2 �g NH2NH2; (C) 4 �g NH2NH2;
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Hydroxylamine is an interferent in most of the meth-
ods for hydrazine determination. In the proposed method
hydroxylamine is tolerated up to 600 �g. Reaction between
formaldehyde and hydroxylamine is very fast to form the oxime

Table 1
Effect of some interfering species in the hydrazine determination (NH2

NH2 = 6 �g)

Species Amount tolerated (�g)

Phosphate, oxalate, citrate, tartrate,
borate, chloride

1000

Ba(II), Pb(II), Mg(II), Co(II), Cd(II),
Bi(III), Ni(II), Li(I), Mn(II), Sr(II),
Cr(III)

1000

NO2
−a 100

Ammonia 200
Hydroxylamine 600
HCHOb 360
Fe(II) 500
Fe(III)b 240
Glucose, acetoneb 100
D) 6 �g NH2NH2; (E) 7 �g NH2NH2 (all measurements made against water).

Experimental conditions were optimized for the synthe-
is of 2,4-dintrophenylhydrazine from 2,4-dinitrochlorobenzene
sing hydrazine in the presence of 3 mL of 25% diethylene
lycol followed by condensation with p-dimethylaminobenzal-
ehyde.

It was established that the formation of 2,4-dinitrophenyl-
ydrazine is slow at room temperature and heating the con-
ents on a hot plate till the volume is reduced to half the
nitial volume is recommended. The absorbance value of the
ormed hydrazone was found to decrease slowly after 30 min
n the sodium acetate medium. Changing the medium to acidic
ondition by the addition of 2 M HCl after the condensation of p-
imethylaminobenzaldehyde, stabilized the colour for a longer
eriod.

The amount of 2,4-dinitrochlorobenzene required for reac-
ion with hydrazine to form 2,4-dinitrophenylhydrazine was
tudied. The study indicated that a minimum of 0.008% of
he reagent was sufficient for the formation of the product.
ddition up to 0.02% 2,4-dinitrochlorobenzene showed no

hange in the formation of 2,4-dinitrophenylhydrazine for a
iven concentration of hydrazine. Hence 2 mL of 0.014% of
,4-dinitrochlorobenzene is recommended as optimum concen-
ration.

Effect of variation of sodium acetate required for the reaction
etween hydrazine and 2,4-dinitrochlorobenzene was studied.
he results indicated that a minimum of 1 mL of 0.06% sodium
cetate was sufficient. Further addition up to 3 mL of 0.06%
f sodium acetate showed no change in the formation of 2,4-
initrophenylhydrazine. Hence 2 mL of 0.06% sodium acetate
s recommended for further investigations.

The amount of p-dimethylaminobenzaldehyde (p-DAB)
equired for the condensation reaction was studied. It was found
hat a minimum of 1 mL of a 1% p-dimethylaminobenzaldehyde
p-DAB) solution was required for formation of the yel-
ow colored hydrazone. Addition up to 4 mL of 1%
-dimethylaminobenzaldehyde (p-DAB) caused no change in

he absorbance value for a given concentration of hydrazine.
ence 2 mL of a 1% p-dimethylaminobenzaldehyde (p-DAB)

olution is recommended. o
a 75 (2008) 27–31 29

Effect of acidity on the stability of the hydrazone colour was
tudied. The results indicated that a minimum of 0. 8 M of HCl is
ufficient for stable colour and the absorbance remained constant
n the presence of excess acid. Hence 2 M hydrochloric acid is
ecommended for diluting the sample to 25 mL.

Effect of variation of diethylene glycol required for the
eaction between hydrazine and 2,4-dinitrochlorobenzene was
tudied. The results indicated that a minimum of 2 mL of 25%
iethylene glycol solution was sufficient. Further addition up
o 4 mL of 25% diethylene glycol solution showed no change
n the formation of 2,4-dinitrophenylhydrazine. Hence 3 mL of
5% diethylene glycol solution is recommended.

Under these conditions the system obeys Beer’s law in the
oncentration range 0–7 �g of hydrazine in a sample volume of
0 mL with a detection limit of 0. 21 �g. The molar absorptivity
f the system was found to be 8.1 × 104 L mol−1 cm−1 and the
ydrazone colour remained stable up to 3 days in acidic condi-
ion. A calibration graph was obtained with a positive slope and
he equation being Y = 0.099X where Y is the absorbance and X
�g) is the concentration of hydrazine. The correlation coeffi-
ient was 0.998 and the relative standard deviation was 1.7%
n = 10) for 6 �g of hydrazine.

.1. Effect of interferences

The interfering effect of anions and cations, which may
o-exist with hydrazine were studied. Any deviation in the
bsorbance of ±0.01 to that obtained in the absence of other
nterfering ions in hydrazine determination was taken as a sign
f interference. Varying concentration of interfering species was
ntroduced along with 6 �g of hydrazine and the absorbance
alues were compared to that in the absence of interference. Tol-
rance limit of various ions studied in hydrazine determination
re summarized in Table 1.
a Treated with 1 mL of 0.5% sulphamic acid.
b Treated with 1 mL of 600 ppm hydroxylamine prior to heating the sample
n the hot plate.
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Table 2
Determination of residual hydrazine in boiler feed water

Samplesa Added NH2NH2 (�g) Amount of NH2NH2 (�g) in diluted
samples by proposed method (ppm)b

Recovery of added hydrazine (%) Amount of NH2NH2 (�g) in diluted
samples by p-DAB method (ppm)b

Paired t-testc calculated value t = –d
√

n/Sd

Sample 1

– 1.50 – 1.52 t = 0.0066
√

3/0.0294 = 0.3888
2.0 3.52 100.95 –
– 1.53 – 1.48
3.0 4.51 99.23 –
– 1.48 – 1.57
4.0 5.49 100.25 –

1.50d (150 ± 0.044)b 1.52d (152 ± 0.045)b

Sample 2 – 1.96 – 1.93 t = 0.0233
√

3/0.0630 = 0.6406
2.0 3.94 99.00 –
– 2.00 – 2.02
3.0 5.02 100.66 –
– 1.92 – 2.00
4.0 5.91 99.75 –

1.96d (196 ± 0.040)b 1.98d (198 ± 0.041)b

Sample 3

– 1.80 – 1.80 t = 0.0233
√

3/0.0435 = 0.9277
2.0 3.77 98.00 –
– 1.77 – 1.73
3.0 4.76 99.66 –
– 1.81 – 1.78
4.0 5.82 100.25 –

1.79d (179 ± 0.021)b 1.77d (177 ± 0.036)b

a Water samples were withdrawn at the entry point of the boiler on different days.
b Hydrazine content in the sample (ppm). One milliliter of sample diluted to 100 mL before analysis. One milliliter of the diluted sample was used for hydrazine determination by both methods.
c The tabulated value of t95,2 is 4.303. The calculated value is less than the tabulated value and hence there is no significant difference between these methods.
d Average of three determinations in the diluted sample.
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[18] W.D. Basson, J.F. Van Staden, Analyst 103 (1978) 998.
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20], compared to the reaction between hydrazine and formalde-
yde. Hence the interference of formaldehyde is tolerated up to
60 �g by the addition of 1 mL of 600 �g hydroxylamine, prior
o heating the sample on the hot plate. Acetone and glucose were
olerated up to 100 and 120 �g, respectively, by the addition of
mL of 600 �g hydroxylamine by forming the oximes. Fe2+

hows no interference up to 500 �g. The interference of Fe3+ is
emoved by reducing it to Fe2+ by the addition of 1 mL of 600 �g
ydroxylamine [21]. Fe3+is tolerated up to 240 �g. Nitrite is tol-
rated up to 100 �g in the presence of 0.5% sulphamic acid. NH3
s tolerated up to 200 �g.

. Application

Hydrazine is normally added in small amounts to boiler feed
ater. Hydrazine is oxidized by dissolved oxygen to nitrogen

nd prevents the corrosion of boilers.
The application of the proposed method is evaluated with

eed water samples taken from high-pressure steam generat-
ng boilers to determine the hydrazine concentration. Boiler
eed water samples were collected on different days and
nalyzed. One milliliter of sample was diluted to 100 mL.
ne milliliter of diluted sample was subjected to analysis.
nown amounts of hydrazine were added and their recov-

ry was established (Table 2). Added hydrazine showed
ecovery greater than 98%. The results obtained using the
roposed method was validated by comparison with the p-
imethylaminobenzaldehyde (p-DAB) method [18] having a
olar absorptivity of 3.6 × 104 L mol−1 cm−1. A calibration

raph for p-DAB method was prepared using 0–10 �g of
ydrazine in 10 mL of sample volume. Diluted boiler feed water
ample (10 mL) was taken in a 25 mL calibrated flask. To this,
0 mL of p-dimethylaminobenzaldehyde solution was added
nd made up to the mark with 1 M hydrochloric acid. The
bsorbance was measured at 458 nm against the reagent blank.
ased on paired t-test there is no significant difference between

hese methods. The results of the proposed method compare well
ith p-DAB method (Table 2).

. Conclusions

The proposed method for the determination of hydrazine

s sensitive and reliable. Although the method require heating
n a hot plate for the synthesis of 2,4-dinitrophenylhydrazine
ollowed by the condensation reaction, the method is more
ensitive compared to existing spectrophotometric methods.

[

[
[

a 75 (2008) 27–31 31

he ‘ε’ (L mol−1 cm−1) values of spectrophotometric methods
ased on condensation of hydrazine with vanillin [8], ver-
taldehyde [9] and p-DAB [18] are 5.25 × 104, 6.72 × 104 and
.6 × 104, respectively. The ‘ε’ value for indophenol method
16] is 1.8 × 104 L mol−1 cm−1. The molar absorptivity of the
eveloped method is found to be 8.1 × 104 L mol−1 cm−1. The
etection limit of hydrazine for the proposed method is 0.21 �g.
he proposed method is used for the determination of hydrazine

n boiler feed water.
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bstract

The electrochemical determination of aqueous Hg(II) by anodic stripping voltammetry (ASV) at a solid gold electrode is described. The aim
f this work is to optimise all factors that can influence this determination. Potential wave forms (linear sweep, differential pulse, square wave),
otential scan parameters, deposition time, deposition potential and surface cleaning procedures were examined for their effect on the mercury
eak shape and intensity. Five supporting electrolytes were tested. The best responses were obtained with square wave potential wave form and

iluted HCl as supporting electrolyte. Electrochemical and mechanical surface cleaning, aimed at removing the amount of mercury deposited onto
he gold surface, were necessary for obtaining a good performance of the electrode. Response linearity, repeatability, accuracy and detection limit
ere also evaluated.
2007 Elsevier B.V. All rights reserved.
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. Introduction

The determination of metals at trace and ultratrace levels
s an important issue in environmental and clinical sciences,
wing to their potential toxicity at concentrations above certain
hreshold limits. Much attention is devoted to mercury, which is
articularly harmful even at low concentrations: strict legislation
imits are imposed in many countries for its concentration in all
nvironmental compartments, e.g. waters, soils and organisms
1].

The analytical techniques preferred for mercury quantifica-
ion are cold vapour atomic absorption spectrometry (CV-AAS)
2], cold vapour atomic fluorescence spectrometry (CV-AFS)
3], inductively coupled plasma mass spectrometry (ICP-MS)
4] and, for relatively high concentrations, inductively coupled
lasma atomic emission spectrometry (ICP-AES) [5]. Several
hromatographic techniques coupled with spectrometric meth-

ds have also been used for mercury speciation [6,7]. Among
hese, CV-AFS procedure is the preferred detection method due
o its sensitivity. All these techniques require expensive and

∗ Corresponding author. Fax: +39 011 6707615.
E-mail address: ornella.abollino@unito.it (O. Abollino).
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trolyte; Wave form

ophisticated instrumentation and/or the use of specific instru-
ents (which cannot be applied to the determination of other

nalytes), in combination with complicated sample preparation
rocesses [8]. Stripping electrochemical methods represent an
nteresting alternative for mercury determination owing to their
ensitivity, versatility and low costs. The recommendation of
he US Environmental Protection Agency (EPA) for the adop-
ion of stripping analysis for the quantification of heavy metals
s mercury [9] is a very representative example of this applica-
ion. Electroanalytical techniques for the detection of aqueous

ercury, either alone or in conjunction with such emerging
echnologies as piezoelectric sensors, were utilized for the devel-
pment of sensors capable of remote quantification of mercury
n the environment [10]. A number of papers were devoted to
he determination of mercury by anodic stripping voltamme-
ry (ASV) at different solid electrodes [e.g. 11,12]. Gold was
ound to be the best electrode material for the determination
f mercury by ASV, with conventional [13], film- [14,15] and
icro-[16,17] electrodes. Also stripping chronopotentiometry at
gold wire microelectrode was adopted for trace measurements

f mercury [18]. One reason for the use of gold is its high affinity
or mercury, which enhances the preconcentration effect.

The main disadvantage of gold electrodes is the well known
henomenon of structural changes of their surface, caused by
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the electrode surface [16,21]. The definition of a proper baseline
is difficult. Good results in terms of accuracy and repeatability
were obtained considering a horizontal baseline from the right
base of the peak.
A. Giacomino et al. / T

malgam formation, and the time-consuming cleaning treat-
ents that are needed to achieve reproducibility [19].
Many parameters influence the analytical signal of mercury

nd we did not find in literature a paper reporting a complete
tudy of their effect on the determination of mercury with gold
lectrodes. Moreover, the information about the optimal working
onditions and the electrode performance is heterogeneous and
ometimes discordant. For these reasons, in the present study,
he use of a solid Au electrode for Hg(II) determination by ASV
as investigated in terms of the parameters that normally can

nfluence the analytical response. The shapes and intensities of
he mercury peak in five supporting electrolytes were compared.
he effects of different potential wave forms, namely linear
can (LS), differential pulse (DP) and square wave (SW), scan
arameters (amplitude, frequency, step potential, interval time,
odulation time, modulation amplitude) and of deposition time

nd potential were examined. The linearity, repeatability, detec-
ion limit and accuracy of the method were determined. The
ossible interference of As(V), Bi(III), Cd(II), Co(II), Cr(III),
u(II), Fe(II), Mn(II), Ni(II), Pb(II) and Se(IV) was evaluated
nd compared with some data in literature [1,14,19].

The findings of this study can be useful for analysts in order
o evaluate the real potentialities of the gold electrode and to
hoose the best conditions for the determination of mercury by
SV.

. Experimental

.1. Apparatus and reagents

Voltammetric analyses were performed with a PGSTAT 10
otentiostat (Eco Chemie, Utrecht, The Netherlands) coupled to
663 VA Metrohm (Herisau, Switzerland) stand, equipped with
rotating solid gold electrode as working electrode, a Ag/AgCl

eference electrode and a glassy carbon counter electrode. The
nalyzer was interfaced to a personal computer. High purity
ater (HPW) obtained from a Milli-Q (Millipore, Bedford, MA,
SA) apparatus was used throughout. Analytical grade reagents
ere used. In particular a 1000 mg/l standard solution of mer-

ury was prepared from HgCl2 in 0.012 M HCl. More diluted
g(II) standard solutions were prepared from the concentrated

tandard in the desired supporting electrolytes. HNO3 and HCl
ere obtained by sub-boiling distillation in a quartz still.

.2. Procedures

Ten-millilitre test solutions of supporting electrolyte were
elivered into the voltammetric cell.

After 120 s of deposition a voltammetric scan was performed.
nitially, the scan parameters were: (i) for SWV: frequency
00 Hz, step potential 0.002 V, amplitude 0.02 V; (ii) for DPV:
odulation amplitude 0.05 V, modulation time 0.05 ms, interval

ime 0.3 ms, step potential 0.002 V; (iii) for LSV: step potential

.002 V, interval time 0.30 s. Initial and final potentials were 0 V
nd 0.80 V, respectively.

For the values of the scan parameters after optimization, refer
o Section 3.3.
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After recording the voltammogram of the blank, aliquots of
g(II) were added and the corresponding signals were recorded.
A cell containing 50 �g/l of Hg(II) was utilized to investigate

he effects of the different parameters on the signal of mercury.
The detection limit was estimated as three times the standard

eviation of the blank signal.
All experiments were performed in triplicate.

. Results and discussion

The voltammetric behaviour of Hg(II) was investigated in
ifferent supporting electrolytes and in different conditions of
nalysis.

.1. Preliminary considerations

A brand-new gold electrode displays an ill-defined anodic
tripping voltammogram for mercury. In order to overcome this
rawback the electrode was dipped into a solution composed
y 10 mM HNO3 and 10 mM NaCl and activated by applying
potential of 0.90 V for 60 s between the working electrode

nd the reference electrode. The activation procedure applied is
dentical to that used by Bonfil et al. [19]. This simple 1-min
lectrochemical pre-treatment was found to be of utmost impor-
ance [20], as can be seen by comparing the anodic stripping
oltammograms of 50 �g/l of mercury in HCl before and after
ctivation (Fig. 1).

The measurement of an analytical signal for Hg(II) on a gold
urface is somewhat hindered by the baseline (background cur-
ent) behaviour. This problem results from the nature of the
eposit on the electrode, i.e. the amount of mercury deposited
nd/or the type of interaction between gold and mercury [16].

possible origin of the high background, when working with
Cl as supporting electrolyte, is the formation of calomel onto
ig. 1. Anodic stripping voltammograms of 50 �g/l of Hg(II) in HCl using SW
a) before and (b) after activation of the electrode.
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Table 1
Peak potentials (Ep) and intensities (ip) obtained for a 50 �g/l Hg(II) solution
with different supporting electrolytes and scan modes

Electrolyte Scan mode ip (�A) (V)

HCl LS 0.13 0.54
DP 0.80 0.51
SW 19.0 0.58

HNO3 LS n.d. n.d.
DP 1.45 0.66
SW 6.63 0.73

HClO4 LS n.d. n.d.
DP 1.48 0.66
SW 5.14 0.73

HClO4/NaCl/EDTA LS 0.19 0.62
DP 0.76 0.60
SW 16.2 0.69

HNO3/NaCl LS 0.00 n.d.
DP 0.78 0.55

n

t
t
i
a
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This determination does not require to purge the solutions
ith nitrogen. This finding is in agreement with the work of
ther researchers [22,23], while others suggest a purge time of
00 s before each measurement [24]. We found that the signal
oes not vary before and after purging.

.2. Effect of supporting electrolyte and potential wave
orm

Five supporting electrolytes were tested, namely 70 mM
NO3, 50 mM HClO4, 60 mM HCl [22], 5 mM HNO3/5 mM
aCl [19] and 40 mM HClO4/0.6 mM NaCl/0.2 mM EDTA [24].
ach of the five considered electrolytes was tested working in
SV, DPV and SWV. After recording the voltammogram of the
lank, the test solutions were spiked with two additions of Hg(II)
tandard solution (50 �g/l). Table 1 shows the heights and the
otentials of the peaks obtained for 50 �g/l Hg(II) for each sup-
orting electrolyte and scan mode. As an example, Fig. 2 reports
he voltammograms obtained with the same electrolyte (HCl)
sing different potential wave forms, and Fig. 3 shows the effect
f the supporting electrolyte composition using SW scan mode.

With HCl the shape of the baseline was good, especially
or SW and DP, and the peak was well-defined and regular.
n the presence of HNO3 and HClO4 baseline and peak shape
ere somewhat irregular, and the peak did not increase after

he second standard addition working in DPV. HClO4 is used as

upporting electrolyte in the determination of Hg(II) with other
echniques: gold micro- [16] or film- [14] electrodes. Using
ClO4/NaCl/EDTA the baseline was almost regular with DP

nd SW scans and the peak shape was well-defined. The mix-

m
b
D
L

Fig. 2. Voltammograms recorded using using HCl as electrolyte and (a) L
SW 16.3 0.67

.d. = not detectable.

ure HNO3/NaCl gave the worst results among the electrolytes
ested, for all the investigated techniques: the baseline was very
ll-shaped, and the peak height did not increase after the second
ddition of mercury.

Among the three utilized techniques, DPV and SWV are the

ost popular because they allow to enhance the analytical signal

y removing the non-Faradic current. Also in these experiments
P and SW wave forms permitted to obtain better signals than
SV. In particular, a peak for mercury with LS was observed

SV; (b) DPV; and (c) SWV: blank, 50 �g/l and 100 �g/l of Hg(II).
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ig. 3. Voltammograms recorded using SW as potential wave form and (a) H
lank, 50 �g/l and 100 �g/l of Hg(II).

nly in HCl and HClO4/NaCl/EDTA, and the sensitivities were
ery low. This behaviour is not in agreement with the studies of
ayaratna [22], who concluded that this scan mode was a good
hoice, but confirmed the findings of many other researchers that
sed DPV [e.g. 25] or SWV [e.g. 19].

The peak potentials vary in the order HCl < HNO3/NaCl
HClO4/NaCl/EDTA < HNO3 = HClO4 for both DP and SW
odes. In particular, the stripping peak with HCl appears at
much more negative potential than those observed using the

ther electrolytes. This is in agreement with the results obtained
y Okçu et al. with the gold film electrode: they used perchloric
cid as supporting electrolyte, but they found that the addition
f HCl was necessary to shift the stripping peak of mercury
o less positive potentials, in order to reduce the background
urrent, and to increase the sensitivity [14]. Probably the for-
ation of mercury chlorocomplexes favours the oxidation of
ercury, which therefore occurs at less positive potentials. This

hift is found at a lesser extent also in the case of the mixtures
NO3/NaCl and HClO4/NaCl/EDTA.
The peak heights increase in the order: HNO3/NaCl

HClO4/NaCl/EDTA < HCl < HNO3 < HClO4 with DPV,
nd in the order: HClO4 < HNO3 < HClO4/NaCl/EDTA
HNO3/NaCl < HCl with SWV. The reasons of the different
rder of sensitivity is not clear. It is possible that the reversibility
f the redox reaction of mercury, which enhances sensitivity in
W, increases in complexing electrolytes.

We decided to continue our work with HCl and with the
ixture HClO4/NaCl/EDTA using both DP and SW, because the

est results, in terms of peak shape and linearity, were obtained
n these conditions.
.3. Effect of wave form parameters

The effect of the different potential scan parameters on
he mercury (50 �g/l) peak height and potential was inves-

E

p
a

) HNO3; (c) HClO4; (d) HClO4/NaCl/EDTA; (e) HNO3/NaCl as electrolyte:

igated with the two supporting electrolytes selected. The
esults are shown in Figs. 4 and 5 for DP and SW, respec-
ively.

Working in DP mode, with the increase of the step poten-
ial, the signal slightly shifted to more positive potentials,
nd its height increased with scan rate. An increase of inter-
al time had the opposite effect on the mercury peak owing
o a decrease in scan rate. An increase of the modulation
mplitude caused an increment of the signal intensities, prob-
bly due to the larger difference between the currents before
nd after the application of the pulse, as measured in DP,
nd their shift to less positive potentials, whereas the vari-
tion of the modulation time had the opposite effect, likely
ecause of the decrease of the Faradic current for long
ulses.

The results obtained using SW showed that when frequency
nd step potential were increased, the signal increased and
hifted to slightly more positive potentials, in agreement with
he increase in scan rate. The peak height increased with wave
mplitude, as discussed above for modulation amplitude, and
hifted to more negative potentials.

Therefore, the trends observed for the mercury peak fol-
owing the variation of scan parameters are in agreement with
heoretical predictions [26,27].

Optimal values for the parameters were found to be:
i) for DP, step potential 0.004 V, interval time 0.075 s,
odulation amplitude 0.075 V, modulation time 0.0125 s
ith HCl, and 0.004 V, 0.075 s, 0.050 V, 0.0125 s, respec-

ively with HClO4/NaCl/EDTA; (ii) for SW, step potential
.004 V, frequency 150 Hz, amplitude 0.03 V with HCl,
nd 0.004 V, 150 Hz, 0.04 V, respectively with HClO4/NaCl/

DTA.

The peak shape remained almost unchanged when the scan
arameters were varied. The signals found in HCl were narrower
nd higher than the ones obtained using HClO4/NaCl/EDTA for
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ig. 4. The effect of (a) step potential; (b) interval time; (c) modulation ampli
eak potentials are reported in each plot. Wave form: DP. Supporting electrolyt

oth scan modes. The highest peaks were obtained with SW,

hich is also the most rapid technique. As a consequence of

he results obtained we continued our experiments using HCl as
upporting electrolyte and SW with the optimized parameters as
canning mode.

a
w

ig. 5. The effect of (a) step potential; (b) frequency; (c) amplitude on the mercury
lot. Wave form: SW. Supporting electrolyte: (�) HCl and (©) HClO4/NaCl/EDTA.
(d) modulation time on the mercury (50 �g/l) peak height. The corresponding
HCl and (©) HClO4/NaCl/EDTA.

.4. Effect of deposition time and deposition potential
The effect of deposition potential (with 120 s of deposition)
nd deposition time (at 0 V) on the signal of 50 �g/l of Hg(II)
as evaluated and the results are reported in Fig. 6.

(50 �g/l) peak height. The corresponding peak potentials are reported in each
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ig. 6. The effect of (a) deposition potential and (b) deposition time on the m
Cl.

The highest signal with the best baseline shape was obtained
ith a deposition potential of 0 V. Other researchers worked with
.1 [28], 0.2 [14], 0.3 [22] or 0.37 [24] V as deposition poten-
ials, but using different supporting electrolytes. Using HCl, at
eposition potentials more positive than 0 V the background
s more relevant. Bonfil, working with 10 mM NaCl/10 mM
NO3, observed that the repeatability and the magnitude of the

nalytical signal were independent of the deposition potential in
he range +0.55 to −0.4 V [19].

The amount of mercury deposited onto a gold surface should
e carefully controlled to avoid saturation and to maintain lin-
arity with increased loading. The greater solubility of mercury
n gold compared to other metals could result in non-linear per-
ormance. Therefore, we investigated the effect of the deposition
ime on the peak currents. As expected, the height of mercury
eak increased with increasing deposition time (Fig. 6b). How-
ver, with deposition times longer than 120 s the electrochemical
leaning procedure was not sufficient to remove all deposited
ercury, causing a worsening in the repeatability of the subse-

uent analyses.

Taking into account the results obtained, a deposition poten-

ial of 0 V and a deposition time of 120 s were adopted.
The effect of the optimisation of all parameters is well shown

n Fig. 7.

ig. 7. Comparison between the determination of Hg(II) with (a) default and
b) optimized parameters using HCl and SW.
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(50 �g/l) peak height (Ep = 0.58 V). Wave form: SW. Supporting electrolyte:

.5. Repeatability, linearity, detection limit and accuracy

The performance of the analytical method was evaluated
sing HCl as supporting electrolyte and the SW wave form,
n the following conditions: frequency 150 Hz; step potential
.004 V, amplitude 0.03 V, deposition potential 0 V, deposition
ime 120 s.

The repeatability was evaluated with 10 replicates on 10 dif-
erent cells containing 50 �g/l of mercury. The relative standard
eviation was 4.40%. This value can be considered satisfac-
ory, taking into account the relatively low concentration level
nvolved.

The linearity of the analytical response was investigated. Ini-
ially, successive additions of 50 �g/l of Hg(II) were made, but
he peak height increased linearly with concentration only up
00 �g/l; therefore, we studied in more detail the increment
f the signals in the range 0–100 �g/l (with standard addi-
ions of 25 �g/l) and in lower ranges, namely 0–25 �g/l and
–5 �g/l (with standard additions of 5 �g/l and 1 �g/l, respec-
ively). Table 2 shows the equations of the calibration curves, R2

alues, and average sensitivities obtained.
We examined both (i) all data in the considered ranges (named

, b, c in the table) and (ii) sub-sets of the same data (named a1,
2, etc.).

The value of R2 increases, within each range, as the number
f considered data decreases (e.g. in the order a < a1 < a2): this
rend is due to the more relevant increase of the peak height
fter the first additions, within each range, in comparison with
he last ones; in fact the data in Table 2 show that the average
ensitivity decreases with the successive additions of mercury
e.g., in the order a2 > a1 > a). However, the intensities for 5 �g/l
ere the same both after adding five 1-�g/l spikes and one
-�g/l spike. According to previous studies [10], mercury is
eposited onto the gold electrode and does not diffuse deeply
nto the gold, at least in the timescale of the experiment: there-
ore, at low concentrations the lower competition for electrode
urface ensures a more efficient deposition and a higher sensi-
ivity. Also the loss of linearity at concentrations higher than

00 �g/l is presumably due to a partial saturation with mer-
ury of the electrode surface. This change in sensitivity must be
aken into account when analyzing real samples and indicates
hat it is convenient to perform the calibration with standard
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Table 2
The equations of the calibration curves, R2 values and the corresponding sensitivities obtained in different concentration ranges: (a) 0–100 �g/l (additions of 25 �g/l);
(b) 0–25 �g/l (additions of 5 �g/l); (c) 0–5 �g/l (additions of 1 �g/l)

Data set Concentration range (�g/l) Equation of the calibration curvea R2 Average sensitivity (�A/�g l−1)

a 0–100 y = 9 × 10−7 × + 3 × 10−5 0.9868 1.03
a1 25–100 0.9981 0.90
a2 50–100 0.9987 0.85

b 0–25 y = 1 × 10−6 × + 2 × 10−5 0.9999 1.45
b1 5–25 0.9999 1.44
b2 15–25 0.9999 1.43

c 0–5 y = 3 × 10−6 × + 1 × 10−5 0.9978 2.96
c1 1–5 0.9991 2.78
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c2 2–5

2 values and sensitivities are also reported for sub-sets of the same data (a1; a
a Equations are referred to data sets a, b, c.

olutions having concentrations close to the ones present in the
amples.

It can be presumed that at lower deposition times the dynamic
inear range will be extended.

The limit of detection was estimated as LOD = 3σB/slope of
he calibration curve for the range 1–5 �g/l and was found to be
.40 �g/l. Other papers in literature report lower detection limits
han this, but the deposition times are generally very long; for
xample, Wu et al. found a detection limit of 22 ng/l using a
eposition time of 40 min [23].

The accuracy of the procedure was tested by analysing a solu-
ion containing a known concentration (50 �g/l) of Hg(II). The
oncentration found was 49 ± 2 �g/l and the relative error was
2%. Therefore, the accuracy of the method can be considered

ood.

.6. Interferences

The interference of several metal ions (As(V), Bi(III), Cd(II),
o(II), Cr(III), Cu(II), Fe(II), Mn(II), Ni(II), Pb(II), and Se(IV))
n the mercury stripping signal was investigated. The voltam-
ogram of a solution with 25 �g/l of Hg(II) was recorded in the

resence of each element (added into the polarographic vessel in
:1, 1:10, 1:100 concentration ratios with respect to Hg(II)). As
ther researchers [1,14,19] found, no interference was observed
fter the addition of 250 �g/l of each element. Moreover, the lin-
arity of the calibration curve of mercury was maintained also
n the presence of 2.5 mg/l of the other ions in solution.

The only peak which appeared in the considered range of
otential, at less positive potentials than the one of Hg(II), was
aused by copper, but it did not interfere with the determination
f mercury.

.7. Cleaning procedure of the electrode surface

The importance of electrode cleaning in order to maintain
inearity is well known, but the opinions found in literature

bout the frequency and the procedure of this step are not in
ood agreement. Some papers indicate a decrease in the sig-
al of mercury in the absence of cleaning [22,29], whereas
ther researchers found that the electrochemical characteris-

o
h
w
t

0.9999 2.67

b2; c1; c2).

ics of the electrode were not affected by repeated depositions
nd dissolutions of mercury, and stated that no pre-treatment of
he gold surface between experiments was required in order to
chieve good reproducibility [19,30]. Watson et al. underline the
mportance of a cleaning step after each determination, defin-
ng this stripping determination as composed by a three-step
ycle: preconcentration (deposition), measurement (stripping)
nd regeneration (cleaning) [10].

The results obtained in the present study showed that the
etermination of Hg(II) at a gold electrode was always hindered
y the incomplete removal of previously deposited mercury. To
liminate this drawback, a good cleaning procedure was essen-
ial. Electrochemical and mechanical surface cleaning, as well
s the control of the amount of mercury deposited onto the gold
urface, were necessary for maintaining good reproducibility
nd linearity.

An electrochemical cleaning procedure was adopted: a posi-
ive potential (1.3 V) was applied for 30 s to remove the deposited

ercury after each determination (consisting of the recording
f three voltammograms: blank and two additions). During this
tep the polarographic vessel was filled with 20 ml of the mix-
ure HClO4/NaCl/EDTA [24]: in fact, this electrolyte was more
fficient to clean the electrode than the other four electrolytes
sed in this work. Probably the presence of EDTA favours the
emoval of mercury from the electrode.

Moreover, after about 100 determinations a mechanical pol-
shing with alumina was necessary to obtain a good repeatability
nd a homogeneous background.

No difference in terms of cleaning requirement was observed
mong the use of the five supporting electrolytes tested in this
tudy. This finding is in agreement with the results obtained by
agner and Josefson [31], whereas Jayaratna chose to work with
ClO4 instead of HCl also because he noted that HCl required

onger cleaning times than HNO3 or HClO4 [16].
Some problems of repeatability began after 5 months of inten-

ive use. In order to check if this drawback was due to a damaged
lectrode surface, a SEM analysis was performed. The images

btained revealed that the surface of the gold electrode presented
oles and scratches, caused by the repeated cleaning treatments
ith aluminum oxide: this was confirmed by a microanalysis of

he holes, that showed only the presence of Al in these points.
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In order to avoid, or at least reduce, this drawback, now
nother procedure for the mechanical cleaning is being adopted:
lumina is suspended in water before being transferred onto the
loth. In this way, it forms a smoother layer and the electrode
ifetime is extended.

. Conclusions

The results obtained showed the efficiency of the gold elec-
rode for the determination of low concentrations of Hg(II) by
nodic stripping voltammetry. The reproducibility, sensitivity
nd accuracy are good, provided the proper instrumental param-
ters and supporting electrolyte are used.

We also demonstrated that the determination of Hg(II) at a
old electrode is negatively affected by the incomplete removal
f previously deposited mercury. To eliminate this drawback,
n electrochemical and a mechanical cleaning procedure are
ssential.
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bstract

A new method for the determination of salbutamol has been developed using fullerene C60-modified glassy carbon electrode and validated using
C–MS. The presence of graphite and metallic impurities in C60 are found to diminish the peak. The oxidation of salbutamol was observed in
single well-defined, diffusion-controlled process using square wave voltammetry. The peak potential of oxidation peak was dependent on pH

nd determination was carried out at physiological pH 7.4. The peak current versus concentration plot was linear in the range 100–2000 ng/ml of

albutamol. The detection limit was found to be 40 ng/ml. The determination of salbutamol was carried out in human blood and urine samples and
ommon interferents such as dopamine, ascorbic acid and uric acid do not interfere. The method proved to be specific, rapid, and accurate and can
e easily applied for detecting cases of doping. A cross-validation of the observed results with GC–MS indicated a good agreement.

2007 Elsevier B.V. All rights reserved.
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. Introduction

A significant increase in doping cases has been observed
n last few decades due to the tremendous pressure developed
n sportspersons by expectations of their supporters. Use of
oping agents by athletes to improve their performance in
ports is unfair as well as contrary to the ethics of sports.
-2-Agonists have been abused by the athletes to such an extent

hat International Olympic Committee (IOC) and World Anti
oping Agency (WADA) have made it mandatory for every

thlete to prove medical necessity and seek the permission to
se this class of drug for medicinal purposes [1]. Salbutamol
2-(hydroxymethyl)-4-[1-hydroxy-2-(tert-butylamino)ethyl]
henol} is a sympathomimetic amine drug with �-2 adrenergic
ctivity and is clinically used for curing asthma [2]. It works
y relaxing the muscles and air passages in the lungs so

hat airflow becomes easier and improves breathing. Detailed
uidelines for the recognition, prophylaxis, and management
f asthma and exercise-induced asthma have been recently
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ublished [3]. It has also been demonstrated that prolonged
dministration of salbutamol in oral form resulted in an increase
n quadriceps femoris and hamstring muscle group strength [4].
ence, determination of salbutamol turns out to be of utmost

mportance and several procedures have been developed to
uantify salbutamol.
A method based on on-line solid-phase extraction and
equential injection analysis for determination of salbutamol in
tandard solutions, human serum and urine has been reported
n literature [5]. Extraction followed by analysis using liquid
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hromatography and gas chromatography has also been used
or analysis of salbutamol [6]. Spectrophotometric techniques
7,8], GC–MS [9], HPLC with UV-detection [10] and capillary
lectrophoresis [11] have also been explored for the determi-
ation of salbutamol in pharmaceutical formulations. However,
ll these techniques are time consuming, require sample pre-
reatment procedure and also the instrumentation required is
xpensive. Electrochemical techniques, on the other hand, are
ess expensive, simple and rapid. These techniques do not require
reliminary separation step and the formulation matrix can
e used directly for quantification of electroactive substances
12]. Literature survey revealed that determination of salbuta-
ol using electrochemical methods has attracted little attention.
he oxidation of salbutamol at a glassy carbon electrode has
een reported using differential pulse voltammetry [13]. How-
ver, studies are carried out at pH 5.0, which probably provides
ittle useful information about biological systems and the oxida-
ion occurred in adsorption-controlled process. Nafion-mediated
arbon paste electrode has also been used for determination of
albutamol [14] and a detection limit of 2.5 × 10−8 M has been
uggested using cyclic voltammetry. Recently salbutamol has
lso been determined using flow injection system [15]. In all
hese reports diffusion-controlled process was noticed at higher
oncentrations whereas at low concentrations, that is close
o detection limit, adsorption complications were observed.
lmost all the reported papers simply present a method for deter-
ination and recovery in tablets and no attempt has been made

o far to determine salbutamol in biological samples such as
lood or urine.

In recent years application of modified electrodes has been
ound to enhance the sensitivity of electrochemical deter-
inations. Hence, fullerene-modified and nanogold-modified

lectrodes have been widely used for the determination of
arge number of organic compounds and biomolecules [16,17].
ullerene-modified electrodes have an additional advantage of

ong stability and wide potential window. However, very recently
18] the catalytic property of fullerenes is ascribed to graphite
mpurities present in it. In this paper a comparison of voltammet-
ic behavior of salbutamol at glassy carbon electrodes modified
ith pure fullerene and fullerene having graphite or Fe(III) has
een described and it is concluded that the catalytic property
s due to fullerene itself and graphite or metallic impurities do
ot cause electrocatalytsis. The determination of salbutamol has
een carried out with emphasis on quantification of drug in bio-
ogical and pharmaceutical samples. A comparison of observed
esults with gas chromatography–mass spectrometry (GC–MS)
learly indicate that the results are in good agreement.

. Experimental

.1. Chemicals and apparatus

C60 fullerene of purity (>99.5%) was purchased from Bucky

SA, Houston, TX, USA. Graphite powder (purity 99.99%)
as obtained from Aldrich, USA. Salbutamol sulphate in pow-
ered form was obtained as a gift sample from Vamsi Labs Ltd.,
aharashtra, India. Salbutamol containing tablets and syrup of

e
p
w

a 75 (2008) 63–69

ifferent companies were purchased from the local market. All
ther chemicals used were of analytical grade and were pur-
hased from Merck. Double distilled water was used to prepare
he solutions.

The voltammetric experiments were carried out using Bio-
nalytical System (BAS, West Lafayette, IN, USA) CV-50W
oltammetric analyzer. The determination of Fe(III) in fullerene
60 was carried out using Perkin Elmer A Analyst 800 atomic
bsorption spectrophotometer. The voltammetric cell used was
single compartment glass cell containing fullerene-modified

lassy carbon electrode (3 mm diameter) as working electrode, a
latinum wire as counter electrode and Ag/AgCl (3 M NaCl) as
eference electrode (model BAS MF-2052 RB-5B). All poten-
ials are reported with respect to Ag/AgCl electrode at an
mbient temperature of 30 ± 2 ◦C.

GC-mass spectral studies (EI: 70 eV) were carried out using
erkin-Elmer clarus 500 GC–mass spectrometer. The initial

emperature of the column was kept at 60 ◦C and the temper-
ture was programmed up to 280 ◦C at a rate of 10 ◦C/min. The
nal temperature was maintained for 1 min. The temperature of

he injector was 250 ◦C. Helium was used as the carrier gas at a
ow rate of 1 ml/min.

.2. Preparation of C60-modified electrode and FE-SEM
haracterization

Fullerene-modified glassy carbon electrode was prepared
sing method as described in literature [19]. Briefly, glassy
arbon electrode was cleaned by polishing it with alumina
nd zinc oxide (Aldrich) on micro-cloth pads (BAS, USA).
he electrode was then soaked in 0.2 M H3PO4 solution and
ashed with jet of distilled water. A mirror-like finish was
btained. Fullerene solution (150 �M) was prepared by dis-
olving 1.08 mg of C60 in 10 ml dichloromethane solution. To
repare C60 with graphite/Fe(III) impurities, 0.1 mg of ultrapure
raphite or 0.01 mg of ferric nitrate were also added in 10 ml of
ichloromethane. Glassy carbon electrode (GCE) surface was
hen modified by adsorbing a fixed amount of C60 solution fol-
owed by fast drying of the solution using hair dryer. Then,
he electrode surface was pre-treated in 1 M KOH in poten-
ial range 0 to −1.5 mV at the scan rate of 10 mV/s. Such a
reatment caused partial reduction of fullerene layers to form
onductive films. The partially reduced fullerene has been found
o exhibit electrocatalytic activity, which leads to lowering of
eak potential and enhancement of peak current in voltammetry
20]. Finally electrode was transferred to another cell containing
0 mM phosphate buffer solution of pH 7.4 and successive cyclic
otentials were applied between 550 to −50 mV for 20 min at a
weep rate of 20 mV/s. The electrode so prepared was char-
cterized by recording FE-SEM using Quanta 200 FE-SEM
nstrument. A typical FE-SEM image of the fullerene-modified
lectrode clearly showed deposition of C60 at the surface of
lassy carbon as shown in Fig. 1.
To refresh the electrode surface after each determination,
lectrode was kept at −200 mV in phosphate buffer solution of
H 7.4 for 60 s. Electrode was stored in air under dry conditions
hen not in use.
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try was then used, which is more sensitive with regard to peak
current sensitivity. The oxidation of salbutamol occurred in a
well-defined peak (Ia) in the entire pH range. The peak current
of salbutamol oxidation peak was practically independent of pH
ig. 1. A typical FE-SEM image of fullerene C60 (purity > 99.5%)-modified
lassy carbon electrode.

.3. Procedure

The stock solution of salbutamol (2 mM) was prepared in
ouble distilled water. Required amount of the stock solution
as added to 2.0 ml phosphate buffer and the total volume
as made 4.0 ml with double distilled water. Osteryoung

quarewave voltammograms were then recorded employing
ullerene-modified glassy carbon electrode as working elec-
rode. The optimized parameters used for OSWV were: initial
: 0 mV, final E: 1200 mV, square wave frequency (f): 15 Hz,
quare wave amplitude (Esw): 25 mV, step E: 4 mV.

Blood samples of patients undergoing treatment with salbu-
amol were obtained from the Institute hospital. Normally blood
amples and urine samples were collected after 3 h of tak-
ng tablet (8 mg). Urine samples were also collected from the
atients who used salbutamol for inhalation. In such cases
rine samples were collected after 3 h of using salbutamol as
nhalation. The blood, with EDTA as anticoagulant, was ultra-
entrifuged at a speed of 1000 rpm for 5 min and the supernatant
lood plasma was used to determine salbutamol concentration.
rine samples were diluted 10 times and blood plasma sam-
les 2 times with phosphate buffer of pH 7.4 prior to use for
nalysis.

. Results and discussion

.1. Voltammetric oxidation of salbutamol

Initial studies on oxidation of salbutamol were carried out at
ullerene (>99.5% pure)-modified glassy carbon electrode using

inear sweep voltammetry. A broad bump was noticed in the
ntire pH range of 3.0–10.0. As electrocatalytic oxidation may
lso occur due to differing capacitative effects likely to occur
n differential pulse voltammetry, it was considered desirable to

F
s
e

ig. 2. A comparison of linear sweep voltammograms of 0.2 mM salbutamol at
are glassy carbon (a), at graphite-modified glassy carbon (b) at C60-modified
lassy carbon electrode and (c) at pH 7.4.

ompare the linear sweep voltammograms (LSVs) of salbutamol
t C60 with graphite powder-modified electrode. Hence, LSV
urves were recorded for 0.2 mM salbutamol solution at three
lectrodes (bare GCE, C60-modified GCE and graphite powder-
odified GCE). It is observed that at the bare electrode no peak

s observed, while at the graphite powder-modified GCE; an ill-
efined voltammetric peak is seen as shown in Fig. 2. However,
t the C60-modified GCE, the peak becomes well-defined with
n increase in peak current response and appeared at less positive
otential (Ep ∼ 640 mV). The LSVs at different scan rates were
lso recorded in 0.6 �M salbutamol solution at C60-modified
CE and it was noticed that the peak current varied linearly
ith increase in

√
v in the range of 20–500 mV s−1. Such a

ependence of ip on sweep rate confirmed the faradaic nature of
he electrode reaction.

Similarly differential pulse voltammetry was carried out at
ifferent electrodes and the pulse voltammograms exhibited a
ell-defined peak as shown in Fig. 3. Square wave voltamme-
ig. 3. A comparison of differential pulse voltammograms (a, b) of 0.6 �M
albutamol at bare glassy carbon and C60 (>99.5%)-modified glassy carbon
lectrodes at pH 7.4.
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Fig. 5. (A) Effect of Fe(III) on oxidation peak of 0.2 mM salbutamol at pH 7.4.
Curves were recorded at bare glassy carbon (i), C60-modified electrode having
Fe(III) 15 �l (ii), 30 �l (iii), and 60 �l (iv). (B) Effect of graphite impurities on
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ig. 4. Observed effect of square wave amplitude on peak current of salbutamol
t pH 7.4.

hereas, the peak potential of peak Ia was dependent on pH and
hifted to less positive potential with increase in pH. The plot of
p versus pH was linear and the dependence of Ep on pH can be
xpressed by the relation:

p = [1.154 − 0.059pH]vs.Ag/AgCl

aving a correlation coefficient ∼0.980. The dEp/d pH value of
59 mV/pH clearly indicates that the equal number of protons

nd electrons are taking part in the electrode reaction.
The effect of scan frequency on peak current was studied in

he OSWV frequency range of 5–80 Hz. A plot between peak
urrent and square root of scan frequency was found to be linear
n the observed frequency range. The linear relation between ip
nd

√
f can be represented by the following equation:

p = 0.0618
√
f + 0.0335

aving a correlation coefficient as 0.965. The values of peak cur-
ent function (ip/v1/2) were found to remain practically constant
ith increase in scan frequency. Such a behavior indicates that

he nature of electrode reaction is diffusion controlled [21]. At
requencies higher than 80 Hz, oxidation peak Ia merged with
he background current and the peak disappeared.

The effect of square wave pulse amplitude on peak current
as studied in the amplitude range of 5–80 mV. It was found

hat the peak current (ip) sharply increased up to pulse amplitude
0 mV and then tends to level off at higher amplitude (Fig. 4).
he variation of peak current with step E values (�E) has also
een monitored. The peak current was found to increase lin-
arly with increasing step E in the range of 4–24 mV. The linear
ependence of ip on step E can be presented by the following
quation:

p = 0.0426�E + 0.2809

ith correlation coefficient as 0.996.

.2. Effect of graphite and metallic impurity

In a recent communication [18], it has been reported that cat-
lytic effect of fullerenes during oxidation of cysteine is due to
he graphite impurities present in it. To determine whether such
n effect is also observed for oxidation of salbutamol, a system-

tic study is planned. For this purpose fullerene (>99.5% purity)
as analyzed for Fe(III) using atomic absorption spectrometry.
s analysis indicated presence of 0.18% Fe(III), it was consid-

red worthwhile to study effect of graphite as well as Fe(III)

C
s
c
t

xidation peak of 0.2 mM salbutamol at pH 7.4. Curves were recorded at bare
lassy carbon (i), C60-modified electrode having graphite added nil (ii), 15 �l
iii), 30 �l (iv), and 60 �l (v).

mpurities on oxidation of salbutamol. For this purpose oxida-
ion of salbutamol was studied at bare glassy carbon electrodes
s well as modified with fullerene C60 having different amounts
f metallic or graphite impurities followed by partial reduction
f fullerenes in KOH solution. A comparison of square wave
oltammograms observed at glassy carbon electrodes modified
ith different amounts of graphite or ferric nitrate are presented

n Fig. 5. Fig. 5B presents a comparison of square wave voltam-
ograms of salbutamol observed at bare glassy carbon- and

raphite-modified electrodes. It is observed that at bare glassy
arbon salbutamol exhibits an oxidation peak at 634 mV. At

60-modified electrode the peak potential of salbutamol remains

ame, however, the peak current increased significantly (Fig. 5,
urve (ii)). With increasing graphite impurity the peak of salbu-
amol diminished as shown in Fig. 5B.
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Fig. 6. Effect of increasing concentration of salbutamol on voltammetric peak
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urrent at pH 7.4. Curves are recorded at (a) 2000 ng/ml, (b) 1250 ng/ml, (c)
000 ng/ml, (d) 800 ng/ml, (e) 500 ng/ml, (f) 250 ng/ml and (g) 200 ng/ml. The
ackground is represented by curve h.

As fullerenes have also been reported to possess trace impu-
ity of metals [22], the effect of fullerene having different
mounts of Fe(III) was investigated. It was noticed that with
5 �l of C60 solution doped with Fe(III), the Ep of salbutamol
xidation peak shifted to more negative potential (curve (iii))
hereas at higher concentrations the peak splitted into two as

hown in Fig. 5A. The peak current also decreased with increase
n concentration of graphite or Fe(III). Thus, it is concluded that
xidation of salbutamol is catalyzed by fullerenes and not by
raphite or metallic impurities.

.3. Concentration study

The voltammetric method has been optimized for determina-

ion of salbutamol in pharmaceutical preparations and biological
uids by recording Osteryoung square wave voltammograms
f salbutamol at different concentrations at fullerene-modified
lassy carbon electrode. It was found that the peak current of

w
m
c
T

able 1
comparison of observed and labeled salbutamol concentration in tablets/syrup of d

ablet (syrup) name/company Labeled concentration (ng

sthalin (Cipla Ltd., Daman) 2000
sthalin Syrup (Cipla Ltd., Kolhapur) 2000
albetol (FDC Ltd., Salcete, Goa) 1000
heo-Asthalin (Cipla Ltd., Dabhal, Daman) 500

a The R.S.D. for n = 3 was always less than ±2.9%.
a 75 (2008) 63–69 67

xidation peak systematically increased with increase in con-
entration of salbutamol as shown in Fig. 6. A calibration plot
bserved between ip (after subtracting background current) and
albutamol concentration was linear in the concentration range
00–2000 ng/ml of salbutamol. The linear relation between
eak current (ip) and concentration (C) of salbutamol can be
xpressed by following relation:

p (�A) = 0.0002C

here C is the concentration of salbutamol in ng/ml. The correla-
ion coefficient for the expression was 0.995 and the sensitivity of
he proposed method was 0.0002 �A (ng/ml)−1. The detection
imit for salbutamol was calculated to be 40 ng/ml in phosphate
uffer solution of pH 7.4. At a concentration level of 200 ng/ml
albutamol, the peak current signals were obtained with a relative
tandard deviation of 2.9% for n = 6.

.4. Salbutamol in pharmaceutical tablets and biological
amples

Salbutamol containing tablets and syrup were examined for
heir salbutamol content using fullerene-modified GCE. Tablets
ere crushed, dissolved in double distilled water and solutions
ere subsequently diluted to the extent that salbutamol concen-

ration falls in the range of calibration plot. Salbutamol syrup
as also diluted with double distilled water before recording
SWV. Voltammograms were then recorded under identical

onditions. The concentration of salbutamol determined in dif-
erent pharmaceutical preparations is compared with labeled
oncentration of salbutamol and listed in Table 1. It was found
hat the results are in good agreement with the values printed on
abels.

To detect the cases of doping, urine is considered as the most
referred biological specimen [22]. Hence, attempts were made
o determine salbutamol in urine samples of the patients under-
oing treatment with this drug. The urine samples collected from
he patients having taken tablet showed presence of salbutamol
s shown in Table 2. On the other hand urine sample of the
atient taking salbutamol by inhalation did not show presence
f salbutamol. One of the reason for non-observance of salbuta-
ol in case of inhalation is that only 10% of inhaled amount is

etained and hence only traces are passed to urine as reported in
iteratures [23,24]. Diluted urine samples were then also spiked

ith salbutamol solution and Osteryoung square wave voltam-
ograms were recorded. The results obtained for salbutamol

oncentration determined in urine sample are summarized in
able 2.

ifferent pharmaceutical companies

/ml) Observed concentrationa (ng/ml) Error (%)

1900 −5.0
1890 −5.5
1029 +2.9

494 −1.2
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Table 2
Salbutamol determined in blood and urine samples of asthma patients with the help of fullerene-modified glassy carbon electrode

Sample Amount spiked (ng/ml) Amount detecteda by Error (%)

Proposed method GC–MS Proposed method GC–MS

Blood plasma 1 – 353.9 – – –
250.0 604.5 – +0.09 –
375.0 727.9 765.0 −0.14 +4.90

Blood plasma 2 – 375.2 – – –
125.0 501.4 504.5 +0.24 +0.80
250.0 659.3 – +5.40 –

Urine 1 (after inhalation) – – – – –
520.0 540.0 – +3.80 –
550.0 570.0 – +3.60 –

Urine (after oral dose) – 268.9 – – –
250.0 512.0 – −1.32 –
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500.0 788.2

a ng/ml, the R.S.D. for n = 3 was always less than ±3.5%.

A typical square wave voltammogram observed for blood
lasma sample is shown in Fig. 7. It was found that a broad
eak around 380 mV is observed in addition to salbutamol peak
t 675 mV. The broad peak at 380 mV is due to uric acid as
bserved in authentic uric acid as well as reported earlier [25].
n both the blood samples the presence of salbutamol was found
nd its amount was further confirmed by spiking the samples.
he results of voltammetric determination of salbutamol were
lso cross-validated by comparison with GC/MS analysis. For
his purpose various concentrations of salbutamol were also ana-
yzed using GC/MS and a well-defined peak was obtained at
t ∼ 18.35 min. The peak area under the peak was determined
nd the calibration curve was obtained by plotting the peak area
atio of the analyte peaks relative to that of the internal stan-

ard. The resulting curve so obtained was linear. The diluted
lood serum or urine sample was then analyzed after filtering
ith 5� Whatman filter paper. A 2.0 �l serum or urine was

njected in GC/MS and the area under the peak was determined.

ig. 7. A typical square wave voltammogram ( ) observed for blood plasma
ample-2 at pH 7.4 at fullerene-modified (>98% purity) glassy carbon electrode.
he background at pH 7.4 is shown by curve (- - -).

3

m
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– +2.50 –

he GC/MS chromatogram observed for blood plasma collected
fter 3 h of oral medication of salbutamol showed well-defined
eaks at retention time ∼17.20, 18.01, 18.52, 20.54, 22.50 min
s shown in Fig. 8. The peak at Rt ∼ 18.36 min was due to salbu-
amol and no attempt was made to characterize other peaks
f chromatogram. Using calibration curve, the concentration
f salbutamol was determined. A comparison of the salbuta-
ol values obtained by GC/MS and proposed method clearly

ndicate that the results obtained by the two methods are in
ood agreement as presented in Table 2. The results presented
n Table 2 clearly indicate that salbutamol can be easily deter-
ined in blood and urine using the proposed method. Thus, it

s believed that the method can be effectively used in case of
oping by athletes.

.5. Effect of excipients

The effect of common excipients usually found in the salbuta-
ol tablets or syrups was investigated by observing the effect on

eak potential and peak current. The common excipients usu-
lly found in the pharmaceutical tablets and formulations are
tarch, sodium chloride, lactose, sucrose and benzyl alcohol. The
ablet salbetol had sodium chloride and sucrose in traces (actual

mount not mentioned on label). Hence, it was considered desir-
ble to elucidate the effect of these common excipients on the
eak current of salbutamol. The effect of the excipients was
xamined by recording voltammograms of 1000 ng/ml salbuta-

Fig. 8. Typical GC–MS observed for blood plasma (sample 1).
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ol in the presence of different excipients in the concentration
ange of 1000 ng to 10 �g/ml. The study showed that none of
he excipients used affected the peak current by greater than

2%. Thus, it is concluded that the procedure is applicable to
etermine salbutamol in pharmaceutical formulations directly.

.6. Oxidation mechanism

The most probable site of oxidation in salbutamol is phenolic
ydroxyl group. Thus 1e, 1H+ oxidation of this hydroxyl group
ould lead to a free radical at oxygen. The free radical can

esonate to adjacent carbon atom and combination of two such
pecies will lead to C–C-linked dimer as has been reported in
iteratures [26,27].

. Conclusions

A square wave voltammetric method has been described to
etermine salbutamol using fullerene-modified glassy carbon
lectrode. It was observed that fullerenes-modified glassy carbon
lectrode catalyses the oxidation of salbutamol and enhances the
eak current values. The bia-amperometric oxidation of salbu-
amol is reported in literature [28] and two peaks are observed
orresponding to hydroxyl group and amino group in differ-
ntial pulse voltammetry in sodium acetate–acetic acid buffer.
ome other workers suggested the second peak due to strong
dsorption of the product [14,27]. However, the main advantage
n present studies is that only one diffusion-controlled peak cor-
esponding to oxidation of phenolic group is observed. Thus,
etermination is based on electrode reaction free from adsorp-
ion. In contrast to earlier studies [18], where catalytic action
n case of cystine is assigned to graphite impurities present in
ullerenes, it is observed on the basis of comparison of voltam-
ograms using glassy carbon electrodes modified with C60

ullerenes having different amounts of graphite or Fe(III) that
atalysis is due to fullerenes and not due to graphite or Fe(III)
mpurities. The surface of the modified electrode has been char-
cterized by using field emission scanning electron microscope.
linear calibration plot was obtained for salbutamol in the con-

entration range of 100–2000 ng/ml. Since the threshold level of
albutamol (1000 ng/ml), which renders an athlete to be doped,
alls in this concentration range, the procedure described is
ighly beneficial for first line detection of doped cases. A com-
arison of detection limit of salbutamol determined by present
ethod with reported ones [14,27] clearly indicate that the

resent method can detect salbutamol even below the previously
eported detection limits. The main advantage of the present
ethod is that the electrode reaction is free from adsorption

omplications. Determination of salbutamol content in various
harmaceutical preparations using proposed method was found
o be satisfactory as the amount determined matches with their
abeled quantity. The application of the proposed method for

etermination of salbutamol in urine and blood samples has also
een demonstrated and a comparison of observed result with
C–MS indicates that the method is sensitive and the results are

omparable.
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bstract

Mixtures of 2-, 3-, and 4-nitoroanilines, are simultaneously analyzed with spectrophotometry, based on their different kinetic properties. These
itroanilines react differentially with 1,2-naphtoquinone-4-sulphonate (NQS) at pH 7 in micellar medium to produce colored product. The dif-
erential kinetic spectra were monitored and recorded at 500 nm, and the data obtained from the experiments were processed by chemometric
pproaches, such as back-propagation neural networks (BPNNs), radial basis function neural networks (RBFNNs), and partial least squares (PLS).
xperimental conditions were optimized and training the network was performed using principal components (PCs) of the original data. A set

f synthetic mixtures of nitroanilines was evaluated and the results obtained by the application of these chemometric approaches were discussed
nd compared. The analytical performance of the models was characterized by relative standard errors. It was found that the artificial neural
etworks model affords relatively better results than PLS. The proposed method was applied to the determination of considered nitroanilines in
ater samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Nitroanilines are commonly encountered organic contami-
ants in environmental systems which are found in wastewater
ischarges from industries where they are either manufactured
r used as intermediates such as in the synthesis of dyes, antiox-
dants, pharmaceuticals, in gum inhibitors, poultry medicines,
nd as corrosion inhibitor. They have been listed as a prior-
ty pollutant by many countries due to their toxicity, potential
arcinogenic and mutagenic effects.

Due to their solubility in water, anilines can readily perme-
te through soil and contaminate ground water. They have been
ound to be harmful to aquatic organisms and may cause long-
erm damage to the environment [1,2]. They can be taken up by

umans via the skin, the respiratory tract and the gastrointestinal
ract, and may lead to anoxia, jaundice or anemia. The pres-
nce of a nitro group in the aromatic ring enhances the stability

∗ Corresponding author. Fax: +98 811 8272404.
E-mail address: hasani@basu.ac.ir (M. Hasani).
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taneous determination; 1,2-Naphthoquinone-4-sulphonate; Partial least squares

o resist chemical and biological oxidation degradation, while
he anaerobic degradation produces nitroso and hydroxylamines
ompounds which are known as carcinogenic [3,4]. Because of
heir toxicity, bioaccumulation and vast scale distribution in the
cological environment, their separation and determination have
ecome one of the important studies of environmental analysis.

Several methods including high-performance liquid chro-
atography (HPLC) [5–7], gas chromatography (GC) [8,9],

olid phase microextraction [10], thin layer chromatography
11], colorimetry [12], room temperature phosphorescence
RTP) [13] and polarography [14] have been employed to
nalyze these compounds. In general only the GC and
C approaches have sufficient sensitivity and selectivity for
itroanilines in complex environmental media. However, these
ultistep procedures are time consuming and they may

ntroduce significant errors caused by adsorption losses, con-
amination or even decomposition of the sample. Thus, simple

nalytical methods should be investigated for environmental
onitoring of these compounds.
One of the main drawbacks of the application of spectropho-

ometric methods in the simultaneous determination of aniline
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erivatives is the high degree of spectra overlapping of these
onstituents. Nowadays combination of chemometrics meth-
ds with the computer-controlled instruments to monitor the
bsorption spectra creates a powerful method in multicomponent
nalysis avoiding preliminary separation step [15].

Kinetic spectrophotometric methods are becoming of great
nterest in chemical analysis. The application of these methods
ffered some specific advantages such as improved selectivity.
he differential kinetic methodology is an efficient way to simul-

aneously analyze several analytes [16], and a great improvement
as been made by using the chemometric procedures [17,18],
alman filter [19] and classical least squares (CLS) [20–22].
artial least squares (PLS) [23–25], and artificial neural net-
orks (ANN) [26–29] which do not require prior knowledge of

eaction order or reaction rate constant of the involved analytical
ystems have found increasing applications for multicomponent
inetic determination. The advantages of the ANN approach to
he multivariate calibration of data are well known. Firstly, the
etwork architecture can be easily programmed, secondly, the
orrelation between spectral features and structural categories
eed not be known in advance, that is, the neural networks can
earn by example without any a priori assumption on the behavior
f the data. This leads to the ability to process input data contain-
ng some degree of uncertainty. These methods make it possible
o eliminate or reduce the effects of the analyte–analyte interac-
ion, the synergistic effect (non-additivity of reaction rates), the

ultistep process and any other unknown nonlinearity.
Among neural networks, the most popular is the multilayer

eed-forward networks (FFNNs) with a back-propagation learn-
ng algorithm. Recently radial basis function networks (RBFNs)
s potential alternative approach has been described [30,31].
his offers some advantages such as robustness to noisy data,
ompared with FFNN. The theory for RBFN and application to
hemical problems are found in the literature [32,33].

Surfactant micelles are organized molecular assemblies,
hich have great utility in many applications of analytical

hemistry [34–36]. Many advantages including sensitivity and
mproved selectivity in analysis can be achieved by the use of

icellar system. They offer a relatively large microscopic non-
olar environment for solute partition. This effect can increase
he solubility of solutes in the micellar surfactant solution in
omparison with water solution. This is due to the amphiphilic
haracter of the micellar surface, which provides both elec-
rostatic and hydrophobic sites of interaction with solutes in
queous solutions. They also have substantial catalytic effect
n many reactions. Surfactants usually affect spectral parame-
ers. The intensity of the absorption bands can be increased and
hifts in the absorption maxima of reagents and complexes are
bserved [37,38].

1,2-Naphtoquinone-4-sulphonate (NQS) is commonly used
or spectrophotometric determination of aliphatic amines
39–41]. It is a general spectrophotometric reagent for both pri-
ary and secondary amine groups. However, to the best of our
nowledge, the use of sodium 1,2-naphtoquinone-4-sulphonate
s a chemical derivative chromogenic reagent for the determi-
ation of nitroanilines by a condensation reaction has not been
eported so far.
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In this paper, a differential reaction rate method for the simul-
aneous analysis of ternary mixtures of nitroaniline isomers, 2-,
-, and 4-nitroanilines, with the aid of chemometric approaches,
ack-propagation neural networks (BPNNs), radial basis func-
ion neural networks (RBFNNs), and partial least squares (PLS)
as been developed. The method is based on the kinetics of the
ndividual nitroanilines with NQS. The measured kinetic data
as processed by the chemometric methods to develop calibra-

ion models, and the method was then validated with the use of a
et of synthetic samples containing mixtures of the nitroanilines;
hereafter, it was applied to several water samples to demonstrate
eneral applicability .

. Experimental

.1. Apparatus and software

UV–visible absorbance digitized spectra were collected
n a Perkin-Elmer Lambda 45 spectrophotometer, using a
cm quartz cell within the wavelength range 450–600 nm.
bsorbance measurements as a function of time, at a fixed wave-

ength were made with a Shimadzu UV-265 spectrophotometer.
he apparatus was equipped with a temperature controlled cell
older. Both sample and blank compartment were kept at con-
tant temperature by a Shimadzu CPS-260 thermostat. The pH
easurements were performed on a Metrohm 744 pH-meter

sing a combined glass electrode.

.2. Solutions and reagents

All chemicals were analytical reagents grade and used with-
ut further purification. All solutions were prepared with triply
istilled water. Stock solutions (1.23 × 10−3 M) of 2-, 3-, and
-nitroaniline (Merck) were prepared by dissolving the appro-
riate amount of each compound in water. A 1.84 × 10−2 M
tock solution of 1,2-naphtoquinone-4-sulphonate was prepared
y dissolving 24 mg of the sodium salt (Merck) in water in a 5-
l volumetric flask. This solution was prepared fresh for each

xperiment and was stored in the dark at room temperature.
orking solutions were prepared by dilution as required. The

.05 M tris hydroxymethyl amino methane (tris) buffer (pH 7)
as prepared by dissolving 1.2 g of the chemical (Merck) in

bout 150 ml of water, adjusting the pH to 7 with hydrochloric
cid and diluting to 200 ml with distilled water. The solution
f surfactant Triton X-100 (Merck) was prepared by dissolving
.232 g of the reagent in 50 ml volumetric flask with triply dis-
illed water. All chemicals used in the interference study were
rom Merck and used as received.

.3. Data processing

Data were processed on Pentium IV computer. Softwares of

PNNs and RBFNNs were employed with the use of the Neu-

al Network Toolbox, Matlab 7.0. Other chemometric programs
ncluding principal component analysis (PCA) and PLS were
lso written in MATLAB 7.0 on Windows. The data for training
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Fig. 2. The absorbance spectra of a mixture of 4-nitroaniline (7.38 × 10−4 M)
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PNNs and RBFNNs were the scores obtained by the PCA of
inetic data.

.4. Procedures

Aliquots of either one of the nitroaniline isomer solution or
mixture of these compounds (so that their final concentra-

ions would be in the range of 4–41 �g ml−1), 2 ml tris buffer
.05 M (pH 7), 0.3 ml Triton X-100 7.2 × 10−3 M, were trans-
erred into a 5 ml volumetric flask. Then 0.5 ml of NQS solution
.84 × 10−2 M was added. This solution was diluted to volume
ith water and mixed well. After mixing, 3 ml of the reaction
as immediately transferred to a spectrophotometric cell which
as kept at a constant temperature of 35 ◦C. The absorbance
as recorded as a function of time for 30 min at 500 nm against

eagent blank treated similarly. The zero time was taken as the
oment the last drop of the sample solution was diluted to the
ark with water. The signal �A (�Atotal −�Ablank) between 1

nd 30 min was considered as analytical signal. The same pro-
edure and experimental conditions were used in interference
tudy in the presence of interfering substances. The kinetic data
btained from experiments were processed by BPNNs, RBFNNs
nd PLS calibration models.

. Results and discussion

In the present work, the reactions of nitroaniline isomers with
QS reagent were investigated. These reactions yielded colored
roducts with similar and overlapped spectra. The formation
f these colored products was utilized in the development of a
inetic spectrophotometric method for the simultaneous deter-
ination of 2-, 3-, and 4-nitroanilines. Spectra of the colored

roduct and the corresponding reagent blank were measured in
he range of 450–600 nm at a reaction time of 30 min according
o the previously described experimental procedure (Fig. 1). The
pectral shapes resulting from the three reactions of the nitroani-
ines are very similar, which complicates the analysis of the
pectral output from their mixtures. It is impossible to determine

he three compounds simultaneously by conventional method-
logy. The spectra of nitroaniline isomers in reaction with NQS
re time dependent. Sample spectra for 4-nitroaniline in the pres-
nce of other reagents at optimum conditions is shown in Fig. 2.

ig. 1. The absorbance spectra of (a) 2-nitroaniline; (b) 3-nitroaniline; (c)
-nitroaniline, 7.38 × 10−4 M in the presence of 1.22 × 10−3 M NQS and
.8 × 10−4 M Triton X-100 at pH 7 at 35 ◦C; and (d) reagent blank.
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nd NQS (1.22 × 10−3 M) at the optimum experimental conditions. time interval
1) 3 min; (2) 6 min; (3) 9 min; (4) 12 min; (5) 15 min; (6) 21 min; (7) 33 min;
8) 42 min; (9) 45 min; (10) 50 min; and (11) 60 min.

s seen, the absorption at 500 nm increases with elapse of time.
reliminary investigations showed that the reaction rates for the

hree nitroanilines with NQS are different. Thus the differen-
ial kinetic rates should be useful for resolving the spectra from
he nitroaniline mixtures with the use of chemometric methods.
n the chemometric methods used, generally a set of calibra-
ion samples with known compositions is first prepared and the
inetic measurements are carried out, after which, the mathemat-
cal models are established by processing the measured kinetic
ata. Subsequently, the mathematical models are used for the
rediction of unknown samples under the same experimental
onditions.

.1. Influence of variables

The overall process is influenced by factors such as pH of the
uffer, concentration of NQS, concentration of Triton X-100 and
emperature which affect the absorbance of the colored product.
o, the various experimental parameters affecting the develop-
ent of the reaction were carefully studied and optimized.

.1.1. Effect of micelle
The influence of various kinds of surfactants on the deter-

ination of nitroanilines was studied. This study was carried
ut by addition of different micellar solutions of anionic
sodium dodecyl sulphate, SDS), cationic (cetyl trimethylam-
onium bromide, CTAB and cetylpyridinium chloride, CPC),

nd nonionic (Triton X-100, TX-100 and Triton X-114, TX-
14) surfactants to the nitroaniline-NQS systems with fixed
oncentration of nitroaniline isomers (1.23 × 10−4 M) and NQS
1.23 × 10−3 M). The maximum enhancement in the absorbance
f the nitroaniline isomers-NQS was occurred in presence of
riton X-100. Therefore, Triton X-100 was selected as a micel-

ar medium in the proposed procedure. Studies for optimization
f micelle concentration on the reaction revealed that the opti-
um concentration in the final assay solution was 4.8 × 10−4 M.
A (�Atotal −�Ablank) signals were found to be maximum at

.8 × 10−4 M of Triton X-100 (2 CMC) (Fig. 3).
.1.2. Influence of pH
The influence of pH on the absorbance of the reaction of

ndividual nitroailine isomers with NQS was studied in order
o establish the experimental conditions resulting in the greatest
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ig. 3. Effect of Triton X-100 concentration on the �A signals of (a) 2-
itroaniline; (b) 3-nitroaniline; and (c) 4-nitroaniline 1.23 × 10−4 M in the
tudied reaction.

ossible discrimination between the kinetic behavior of nitroani-
ine isomers and greatest value of signal. For this purpose,
hanges in absorbance at different pHs at 500 nm over 30 min
ollowing the initiation of the reaction were monitored and �A
�Atotal −�Ablank) signal is plotted against pH (Fig. 4). It was
ound that under high acidity condition (not shown in Fig. 4); it is
ifficult for nitroaniline to react with NQS. The possible reason
ay be that in acidic medium the amino group of nitroaniline

somers is protonized and turns into protonated amine salt. So
t loses nucleophilic capacity for 4-sodium sulphunate of NQS
nd the condensation reaction cannot take place easily. But the
bsorbance of the solution increases with growth of pH. It may
e that protonated amine salt of nitroanilines turns into amino
roup again when the acidity of the solution becomes low. At
H 7 the�A (�Atotal −�Ablank) signal reaches its maximum; in
ther words, the degree of the condensation reaction is also max-
mal. At higher pH the �A signal decreases again, presumably
ue to the increase of hydroxide ion holds back the condensa-
ion reaction between nitroanilines and NQS. Consequently, the
bsorbance of the solution is reduced. In order to keep the high
ensibility for determination of nitroanilines, pH 7 was selected
or the optimal experimental conditions.

.1.3. Temperature
Keeping pH at 7 and micelle concentration at 4.8 × 10−4 M,

he influence of temperature on the absorbance of the solu-

ion was studied in the range of 10–55 ◦C. The changes in
bsorbance at 500 nm in the time interval of 1–30 min at different
emperatures were monitored for each nitroaniline individu-

ig. 4. Effect of pH on the �A signals of (a) 2-nitroaniline; (b) 3-nitroaniline;
nd (c) 4-nitroaniline 1.23 × 10−4 M in the studied reaction.
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ig. 5. Effect of temperature on the �A signals of (a) 2-nitroaniline; (b) 3-
itroaniline; and (c) 4-nitroaniline 1.23 × 10−4 M in the studied reaction.

lly. It was found that the �A signal for 2-, and 4-nitroaniline
ncreases up to 35 ◦C and after that level off or slightly increase.
or 3-nitroaniline the �A signal decreases with increasing the

emperature up to 35 ◦C and remained approximately constant
Fig. 5). In order to make the determination of nitroanilines more
ensitive the 35 ◦C was chosen as the optimum temperature. So,
his temperature was selected to be used in further experiments.

.1.4. Effect of NQS concentration
The amount of NQS has to be in reasonable excess to maintain

pseudo-first order reaction. In order to find the optimal con-
entration of NQS, the effect of its concentration on the reaction
f each nitroaniline was studied by carrying out the reaction at
5 ◦C using preselected pH 7 and Triton X-100 concentration,
nd varying concentration of NQS in the range of 6.15 × 10−4

o 2.46 × 10−3 M. The concentration of NQS affects the spectral
ensitivity and kinetic behavior of all three compounds. It was
lso noted that the blank increased with increasing amount of
QS, and the reasonable �A were obtained when the concen-

ration of NQS in the final assay solution was 1.84 × 10−3 M
Fig. 6).

.2. Synergistic effect

Application of ANNs in multivariate calibrations was pro-
osed when a significant nonlinearities is observed in the data.

he nonlinearity due to synergistic effect, which is the main

actor to the error of the kinetic analysis, has attracted much
ttention, and some work has been done for solving this prob-
em in nonlinear systems with the aid of chemometrics [42].

ig. 6. Effect of NQS concentration on the�A signals of (a) 2-nitroaniline; (b)
-nitroaniline; and (c) 4-nitroaniline 1.23 × 10−4 M in the studied reaction.
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Fig. 7. Synergistic effects: (a) 2-nitroaniline; (b) 4-nitroaniline; (c) 3-
nitroaniline (1.23 × 10−4 M); (d) mixture of 1.23 × 10−4 M of 2-, 3-, and
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-nitronilines (experimental); and (e) mixture of 1.23 × 10−4 M of 2-, 3-, and
-nitronilines (expected). Other experimental parameters are those selected as
ptimum, λ= 500 nm.

s Fig. 7 shows the kinetic curve of NQS after reaction with
he ternary mixture of the nitroanilines (curve d) has a lower
verall intensity than the one computed from the sum of the
inetic curve of NQS after reaction with the individual amino
cid components (curve e). Thus there is a factor(s), which is
ot accounted for by the simple Beer’s and absorbance additivity
aws and ANN models can be used for such nonlinear systems
o resolve mixtures.

.3. Kinetic study of reaction between nitroaniline isomers
nd NQS

Amino group of nitroanilines display nucleophilicity due
o the fact that its lone pair of electron of nitrogen can
ttack the electron deficiency center. The 4-C of sodium 1,2-
aphtoquinone-4-sulphonate becomes an electron deficiency
enter because three 4 C C bond conjugates with 2 C O. So,
itroanilines can react with NQS in a condensation reaction

43]. According to the literature [43], the reaction equation is
s Scheme 1.

Fig. 7(curves a–c) shows the kinetic runs of 2-, 3-, and 4-
itroaniline in presence of an excess amount of NQS at pH 7 in

t
k
a
2

Scheme 1
ta 75 (2008) 116–126

icellar medium at 35 ◦C. As seen, 3-nitroaniline isomer (curve
) has a comparatively higher absorbance, which indicates this
eaction has a higher rate than those involving the other two
somers. This observed difference in the kinetic behavior of the
itroanilines may be understood by considering some of the pos-
ible structures of the nitroaniline molecules and the nature of
he products formed. Two parameters of strick hindrance of NO2
nd resonance effect of NH2 groups affect the rate of the reac-
ion. In 2-, and 4-nitroanilines, the electron pair of the nitrogen
tom in NH2 group is partly shared with the ring and it is less
vailable in the reaction. The tendency (through resonance) for
he –NH2 group to release electrons to the aromatic ring makes
he amine less nucleophile. Moreover, the strick hindrance in
-nitroaniline is very high. These two factors cause the reac-
ion rate of 2-nitroaniline has the least value. In 3-nitroaniline
he strick hindrance is relatively low, at the same time due to
bsence of resonance effect of NH2 group the rate of the reac-
ion is the maximum among the three isomers. According to
he pseudo-first order reaction model, the rate constant for each
itroaniline can be calculated by fitting the kinetic data obtained
rom several known single component samples into equation
t = A∞ + (A0 − A∞)exp(−kt) by a suitable regression method

A0, A∞ and At are the measured absorbances at initial, infinite
nd time t, respectively). The observed rate constant for each sys-
em was evaluated by fitting the corresponding absorbance–time
ata to the above equation using a nonlinear least squares curve
tting program KINFIT [44]. The program is based on the iter-
tive adjustment of calculated to observed absorbance values by
sing either the Wentworth matrix [45] technique or the Powel
rocedure [46]. The adjustable parameters are k and A∞. Esti-
ates of the three rate constants (min−1) for the reaction of NQS
ith desired analytes are (2.62 ± 0.25) × 10−2, (1.13 ± 0.03),

6.03 ± 0.19) × 10−2 for 2-, 3-, and 4-nitroaniline, respectively.

.4. Individual calibration of single nitroaniline
omponents

A set of solution samples with different analyte concentra-

ions was prepared for each of the three nitroanilines and the
inetic measurements were carried out under optimum condition
ccording to the experimental procedure described in Section
.4. Fig. 8 shows the individual calibration plots obtained for

.
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ig. 8. Individual calibration graphs for (a) 2-nitroaniline; (b) 3-nitroaniline;
nd (c) 4-nitroaniline under optimum conditions at 30 min.

inetic runs of these three amino acids in which the difference
n absorbance �A (=�Atotal −�Ablank) between 1 and 30 min
s plotted against concentration of nitroanilines.

.5. Quantitative analysis using back-propagation neural
etworks

Among neural networks, the most popular is the multilayer
eed-forward net with the back-propagation learning algorithm.
ts basic theory and application to chemical problems can be
ound in the literature [47,48]. At the first step of this study, the
PNNs were used for the quantitative determination of nitroani-

ine isomer mixtures. The neural network performs a nonlinear
terative fit of data. The structure of the network was comprised
f three node layers: an input layer, a hidden layer and an output
ayer. The nodes in the input layer transfer the input data to all
odes in the hidden layer. These nodes calculate a weighted sum
f the inputs that is subsequently subjected to a nonlinear trans-
ormation function. The output of the network is a weighted
um of the output of the hidden layer and it is the calculated
oncentration. During the training process (i.e. calibration) the
eights are iteratively calculated in order to minimize the sum
f squared difference between the known concentrations and
he calculated concentrations. The iteration would be finished
hen the error of prediction reached a minimum. The kinetic
ata obtained from experiments were processed by ANN with
rror back-propagation as training scheme and generalized delta
ule for weighting.

The first step in simultaneous determination of coexisting
pecies, by using a multivariate calibration method, involves
esigning standard composition of calibration set to provide the
est prediction. In order to select the mixtures that provide more
nformation using a few experimental trials from calibration set,
7 standard ternary mixtures of nitroaniline isomers were pre-
ared for the training (calibration) set. Another eight synthetic
ixtures were used for verification of the calibrations (predic-

ion or test set). The calibration set was used for construction and
ptimization of ANN model. The prediction set was employed
s an independent test set to evaluate the predictive ability of
he model. Table 1 shows the composition of the calibration

nd prediction samples. The predictive ability of each model
or each nitroanilines was described in terms of relative stan-
ard error for estimation of concentration in the prediction set
RSEP%). Both calibration and prediction concentration sets

t
t
t
c
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ere randomly selected. In this way the correlation between
oncentrations of species was avoided because collinear com-
onents in the training set data tend to cause overfitting in the
odel. The concentration ranges for 2-, 3-, and 4-nitroanilines
ere 4–23, 4–20, and 4–13 �g ml−1, respectively. The both sets
ere subjected to the kinetic measurements according to the pro-

edure in Section 2.4. The kinetic data were recorded at 500 nm,
nd sampled every 1 min between 0 and 30 min.

.5.1. Reducing the number of data
The number of elements of input vectors is one of the factors

hich determine the number of weights that should be adjusted
n the training process. Decreasing the data volume before using
NNs for nonlinear multivariate calibration was suggested as a
reprocessing step in many of the previous studies [49,50]. So
efore building the ANN models, the original kinetic data for
he nitroaniline mixtures were subjected to principal component
nalysis and decomposed to PC scores which are then submitted
s input data for the input layer of ANN. Reducing the number
f input data without loosing information decreases the effect of
hance in getting accurate adjustment of weights. Also, when the
CA data reduction procedure is applied prior to the construction
f the nonlinear ANN model, its dimensional effect is to increase
he numerical stability of the model construction process and
educe the amount of colinearity between variables [51]. The
ptimum numbers of scores for each analyte is determined based
n the prediction ability of constructed network for a set of
ndependent sample.

.5.2. Network optimization
The BPNNs methodology has several empirically determined

arameters. These include: when to stop training (i.e. the number
f epochs or the convergence criterion), the number of hidden
nits, the learning rate and momentum terms. In this study, all
arameters for the network models were tested and then chosen
or inclusion in the analytical model corresponds to the mini-
um value of the relative standard error (RSE%). The RSE for
single component in mixtures can be formulated as

SE (%) = 100 ×
⎡
⎣∑N

j=1(jĈ − Cj)
2

∑N
j=1(Cj)2

⎤
⎦

1/2

and designated as %RSEC, and %RSEP for the calibration,
nd prediction sets, respectively.

PC-ANN architectures were constructed by using different
umber of PCs with one bias node for the input layer and the
umber of PCs to be included in the PC-ANN model was inves-
igated. The %RSEP for each analyte reached a minimum at 4,
, and 4 PCs for 2-, 3-, and 4-nitroaniline, respectively (Table 2).
n order to determine the optimum number of hidden nodes, a
eries of different topologies was used, in which the number of
odes was varied from 1 to 15. Each topology was repeated five

imes to avoid random correlation due to the random initializa-
ion of the weights. According to its generalization ability on
he test set, the RSEP% of the test set of each topology was
alculated. It was found that the lowest RSEP% value obtained
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Table 1
Composition of calibration, and prediction samples in ternary mixtures of nitroaniline isomers (concentration in �g ml−1)

Sample Calibration set Validation set

2-Nitroaniline 3-Nitroaniline 4-Nitroaniline 2-Nitroaniline 3-Nitroaniline 4-Nitroaniline

1 4.1 4.1 9.2 4.1 8.2 9.2
2 11.2 17.0 12.9 11.2 17.0 9.2
3 11.2 20.0 9.2 11.2 20.0 6.1
4 19.0 4.1 12.9 19.0 4.1 8.2
5 19.0 8.2 9.9 5.1 9.2 9.9
6 23.1 17.0 12.9 11.2 12.9 8.2
7 5.1 5.1 6.1 11.2 17.0 12.9
8 5.1 9.2 8.2 20.0 17.0 9.9
9 11.2 12.9 12.9

10 11.2 17.0 9.9
11 17.0 5.1 8.2
12 20.0 12.9 6.1
13 4.1 4.1 12.9
14 19.0 8.2 4.1
15 23.0 20.0 12.9
1
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6 17.0 5.1 12.9
7 17.0 9.2 6.1

hen the number of hidden units was 7, 6 and 6 for 2-, 3-,
nd 4-nitroanilines, respectively. All other parameters of ANN
ith back-propagation learning algorithm including number of

terations, momentum, learning rate and transfer functions were
ptimized using minimum RSEP% values of the test set dur-
ng the training process. The construction of optimized ANN

odel is summarized in Table 2. Different characteristics of
NN models for three analytes do not permit to use a single ANN
odel with three output nodes as a suitable model for simulta-

eous analysis of three analytes. So, neural network models for
ndividual components were made with respect to output layer
onsidered as a single node corresponding to the analyte. The
esults obtained for prediction samples are given in Table 3.

.6. Quantitative analysis using radial basis function
eural networks

At the second step of the study, the RBFNNs used for the

uantitative analysis of nitroaniline isomer mixtures. RBFNN
s a type of neural network used to solve several problems such
s modeling and classification. The RBFNN consists of three
ayers: input layer, hidden layer and output layer. The input layer

able 2
ptimized parameters used for construction of BPANN models

arameters Compound

2-Nitroaniline 3-Nitroaniline 4-Nitroaniline

nput nodes 4 2 4
utput nodes 1 1 1
idden nodes 7 6 6
umber of iterations 9 16 11
omentum 0.0007 0.0014 0.0014

earning rate 0.2 0.2 0.2
idden layer transfer function Tansig Logsig Logsig
utput layer transfer function Linear Linear Linear
Cs 4 2 4
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oes not process the information. It only distributes the input
ectors to the hidden layer. The hidden layer of RBFNN consists
f a number of RBF units. Each neuron on the hidden layer
mploys a radial basis function as nonlinear transfer function to
perate on the input data. The output neurons calculate a linear
ombination of the basis function.

.6.1. Establishing RBF neural network
In this section, attempt was made to select the best parame-

ers for establishing neural network for each analyte separately.
n this way separate networks were trained for 2-, 3-, and 4-
itroanilines. Relative standard error percent estimated for the
rediction of analytes concentrations in the verification set was
he criteria for illustration of the performance of the trained net-
orks as calibration models. When RBF neural networks are
sed basically two parameters must be optimized and defined:
he number of neurons on the hidden layer and the width of the
adial basis function (spread). The larger the spread, the flat-
er and smoother will be the Gaussian function approximation.
f the spread is too large, each neuron responds essentially the
ame and due to the large overlap of the input regions, the net-
ork cannot be designed well. If the spread is too small then
any neurons are needed to obtain a smooth function, and the

etwork may not generalize well. The optimal values of the
arameters are chosen to provide minimum training and test set
rror.

The RBFNN employed in the study utilized the newrb func-
ion implemented in Matlab. The function newrb iteratively
reates a radial basis network by adding one neuron at a time.
eurons are added to the network until the minimum error for
rediction has been reached. The number of radial basis func-
ions (the hidden layer units) greatly influences the performance

f a RBFNN. If the number is too low, the network may not cal-
ulate a proper estimation of the data. On the other hand, if too
any hidden layer units are used, the network tends to overfit

he training data.
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Table 3
%RSE and %recovery values for prediction samples in the determination of nitroaniline isomers in ternary mixtures with different chemometric models

Method %RSEP %RSETa %Recoveryb

2-Nitroaniline 3-Nitroaniline 4-Nitroaniline 2-Nitroaniline 3-Nitroaniline 4-Nitroaniline

RBFNN 5.7 6.7 5.2 6.1 102 96 102
BPNN 7.8 6.3 6.5 6.8 92 98 103
PLS 20.0 6.2 6.7 12.7 118 99 104
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is estimated from a set of reference samples, and a prediction
step in which the results of the calibration are used to estimate
the component concentration in an unknown sample spectrum.
Herein, we implemented the PLS-1 version that is optimized
a RSET = [(
∑n

i=1

∑m

j=1(Cij(found) − Cij(added))2)/(
∑n

i=1

∑m

j=1(Cij(added))2

b Recovery (%) = 100 × ((
∑

i
(Ci(found)/Ci(added)))/n), where n is the numbe

Input variables for this part were PCs from application PCA
n kinetic data. In this way, PCs values of 1–8, spread values
f 1–25 and number of hidden nodes of 1–10 were investi-
ated. For each PC, spread and number of hidden nodes changed
imultaneously. RSE% for the prediction of each nitroaniline
somers (in the verification samples) was calculated for each
ase. The three-dimensional graph of RSEP% versus number
f hidden node and spread for each nitroaniline is plotted in
ig. 9. We selected the spread and number of hidden nodes
t which the RSEP% has minimum value. The number of
pochs is also optimized in order to obtain minimum RSEP%
rror which has to be selected by the user taking into account
verfitting and overtraining situations. The construction of opti-
ized RBFNN model is given in Table 4. In the case of

sing RBFNNs, the obtained results from repetition of train-
ng procedure for each condition were the same. It was due to
igh reproducibility of modeling that is a main advantage for
BFFNS.

When all the adjustable parameters of the neural network
ad been optimized, this neural network showed a high abil-
ty of generalization. The %RSEP values calculated from the
oncentration values of the mixtures predicted by the optimized
BFNN are also listed in Table 3.

.7. Modeling with PLS

In addition to ANN, the concentration of mixtures of
itroaniniline isomers was estimated by processing the kinetic
ata from the test samples by applying the calibration model

ncluding partial least squares. PLS was selected as a standard

ultivariate calibration method for comparing and evaluating
he results of ANN. PLS method involves a calibration step in
hich the relation between signal and component concentrations

able 4
ptimized parameters used for construction of RBFANN models

arameters Compound

2-Nitroaniline 3-Nitroaniline 4-Nitroaniline

pread 6 19 2
umber of PCs 4 2 4
idden nodes 9 7 5
umber of iterations 9 7 5
utput nodes 1 1 1
idden layer transfer Function Gaussian Gaussian Gaussian
utput layer transfer function Linear Linear Linear F

a

amples.
ig. 9. Plots of %RSEP as a function of number of nodes in the hidden layer
nd spread for (a) 2-nitroaniline; (b) 3-nitroaniline; and (c) 4-nitroaniline.
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Table 5
Effect of potential chemical interferents on the determination 2-, 3-, and 4-
nitroaniline by the proposed method

Compound Maximum tolerance
(�g ml−1)

Cl−, NO3
−, S2−a, SO3

2−a, Ag+,
pb2+, K+, Na+, Zn2+, Mg2+, Ca2+,
Ni2+, lactose, fructose, glucose

5000

CH3COO−, Ba2+ 4000
Phenol, hydroquinone 3000
4-Methoxyphenol 2000
Sr2+, Rb2+, MoO4

2− 1000
SO4

2− 400
Starch 200
IO4

−, IO3
−, Fe2+, Fe3+, Co+3, Hg2+,

3-chlorophenol, catechol
100

NH4
+ 27

Triptophane, hydroxy proline,
cystein, arginin, serine, leucine,
glycine, phenyl-alanin, methionin,
glutamine, lysine, proline,
sucarose, 1-naphtol
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oncentration of 2-, 3-, and 4-nitroaniline was 5, 4 and 4 �g ml , respectively.
a In the presence of NaCl.

or the determination of a single analyte of interest (each of
he three nitroanilines in turn). The optimum number of factors
o be used within the PLS-1 algorithm is an important param-
ter to achieve better performance in prediction. This allows
ne to model the system with the optimum amount of informa-
ion, avoiding overfitting. The selection of the optimum number
f factors was estimated by cross-validation, leaving out one
ample at a time. The predicted concentration of the analytes
n each sample was then compared with the known concentra-
ion of them in the respective sample and the prediction error
um-of-square (PRESS) was calculated. This parameter was cal-
ulated each time adding a new factor to the model. A plot of

he PRESS against the number of factors for each individual
omponent indicates a minimum value for optimal number of
actors. The obtained PLS factors for 2-, 3-, and 4-nitroaniline
ere 6, 5 and 3, respectively. The results from application of

n
c
B
t

able 6
imultaneous determination of nitroaniline isomers (concentration in �g ml−1) in wa

ample Method Spiked Foun

2-Nitro 3-Nitro 4-Nitro 2-Ni

ap water RBFNN 4.0 5.0 6.0 3.6
BPNN 4.0 5.0 6.0 3.7
PLS 4.0 5.0 6.0 3.3

iver water RBFNN 5.1 4.8 6.1 5.0
BPNN 5.1 4.8 6.1 4.9
PLS 5.1 4.8 6.1 5.9

ell water RBFNN 5.1 6.1 4.1 4.6
BPNN 5.1 6.1 4.1 4.2
PLS 5.1 6.1 4.1 5.0

o detectable nitroanilines before spiking.
ta 75 (2008) 116–126

he PLS method for prediction samples are also included in
able 3.

.8. Interference

Various possible interfering substances were tested under
he same experimental conditions for interference in the kinetic

easurements. A species was considered as interference when
ts presence produced a variation in the absorbance of the sample
reater 5%. Table 5 summarizes the maximum tolerance of these
ompounds by the proposed analytical procedure. The kinetics
f condensation reaction of compounds such as amino acids is
ot very different to nitroanilines and the high concentration of
hese compounds alter the kinetics of the reactions by causing
n increase in absorption at 500 nm due to reaction with NQS.

.9. Application

Three water samples, tap water, river water and well water,
btained from different places in Hamedan, Iran were sampled
or analysis. Each sample was treated as described in Section
.4. The measured data of these water samples were analyzed
ith the use of the same of BPNN, RBFNN and PLS calibra-

ion model (each sample was analyzed in triplicate), and the
esults (Table 6) showed that the efficiency of the procedure was
atisfactory.

. Conclusion

Three nitroanilines that are considered dangerous pollu-
ants could be directly and simultaneously determined in water
amples by resorting spectrophotometric measurements and
hemomertric modeling. The method is based on the differ-
nce in the reaction rate of nitroanilines with NQS in micellar
edium. As the spectra of the reaction products of individ-

al analytes with NQS overlapped heavily, and there was some

onlinearity in the measured data of analyte mixtures, various
hemometrics calibration models were applied, e.g. PLS, PC-
PNNs, PC-RBFNNs, to facilitate simultaneous prediction of

he analytes. The prediction of nitroaniline concentrations was

ter samples (n = 3)

d %Recovery

tro 3-Nitro 4-Nitro 2-Nitro 3-Nitro 4-Nitro

4.9 5.8 90.0 98.0 97.0
5.2 5.8 92.5 105.0 97.0
5.5 5.0 82.5 110.0 84.0

4.8 6.2 98.5 100.0 102.0
5.1 5.8 97.0 107.5 95.0
5.7 5.5 115.0 118.0 90.0

6.6 4.1 90.0 109.0 100.0
6.7 4.8 84.0 110.0 118.0
3.8 3.0 99.0 62.0 73.5
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number of simple and highly interconnected artificial neurons
and can be organized into several layers, i.e. input layer, hidden
M. Hasani, F. Emami /

acilitated by the use of a random design to build a calibration
ata set, which was then applied for the building of calibration
odels with three chemometrics methods for the testing of a

alidation data set constructed from synthetic solutions of the
hree isomers. Investigation of these models and prediction mea-
urements from synthetic mixtures of the analytes showed that
C-RBFNNs, was the most effective calibration method on the
asis of the RSET% criteria. In this work, the nonlinear behav-
or of the analytes’ responses is clear and it appears that in such
ases, the RBFNN procedure reflects the well-known ability of
NN models to accommodate nonlinear data rather better than

he essentially linear PLS models. The RBFNNS greatly reduce
he training time and make related analyses much easier. This

odeling shows a powerful potential for the considered system
ithout the prior knowledge of the kinetic rate constant and

eaction order.

ppendix A. Overview of back-propagation and radial
asis function neural networks

.1. Back-propagation neural network architecture

Back-propagation neural network is a three-layered feed-
orward architecture. The three layers are input layer, hidden
ayer and output layer. Functioning of back propagation pro-
eeds in three stages, namely learning or training, testing or
nferences and validation. Fig. A.1 shows the l–m–n (l, input
eurons; m, hidden neurons; and n, output neurons) architec-
ure of a back-propagation neural network model. Input layer
eceives information from the external sources and passes this
nformation to the network for processing. Hidden layer receives
nformation from the input layer, and does all the informa-
ion processing, and output layer receives processed information
rom the network, and sends the results out to an external recep-
or. The input signals are modified by interconnection weight,
nown as weight factor wji, which represents the interconnec-
ion of ith node of the first layer to jth node of the second layer.
he sum of modified signals (total activation) is then modified

y a sigmoid transfer function (f). Similarly, outputs signal of
idden layer are modified by interconnection weight (wkj) of kth
ode of output layer to jth node of hidden layer. The sum of the
odified signal is then modified by sigmoid transfer (f) function

ig. A.1. The typical architecture of a back-propagation neural network model.
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nd output is collected at output layer. Let Ip = (Ip1, Ip2, . . . Ipl),
= 1, 2, . . ., N be the pth pattern among N input patterns. Where
ji and Wkj are connection weights between ith input neuron to

th hidden neuron, and jth hidden neuron to kth output neuron,
espectively.

Output from a neuron in the input layer is

pi = Ipi, i = 1, 2, . . . , l (A.1)

Output from a neuron in the hidden layer is

pj = f (NETpj) = f

(
l∑
i=0

WjiOpi

)
, j = 1, 2, · · ·,m(A.2)

Output from a neuron in the output layer is

pk = f (NETpk) = f

⎛
⎝ m∑
j=0

WkjOpj

⎞
⎠ , k = 1, 2 . . . n (A.3)

here f ( ) is the transfer function.
Batch mode type of supervised learning has been used in the

resent case, where, interconnection weights are adjusted using
elta rule algorithm after sending the entire training sample to
he network. During training, the predicted output is compared
ith the desired output, and error is calculated. If the error is
ore than a prescribed limiting value, it is back propagated from

utput to input, and weights are further modified till the error or
umber of iterations is within a prescribed limit. Weight change
t any time t, is given by

W(t) = −η∂Ep(t)

∂W
+ α×�W(t − 1) (A.4)

η is the learning rate, i.e. 0 < η< 1. α is the momentum coef-
cient, i.e. 0 <α< 1.

.2. Architecture of radial basis function network

Basically radial basis function network is composed of large
ayer, and output layer as shown in Fig. A.2. An input pattern
nters the input layer and is subjected to direct transfer function

ig. A.2. Radial basis function network architecture containing one hidden layer
ith j neurons and the output layer with k neurons.
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nd output from input layer is same as input pattern. Number
f nodes in the input layer is equal to the dimension of input
ector L. Output from input layer with element Ii (i = 1 to L)
s Ii. The hidden layer does all the important process and these
odes satisfy a unique property being radially symmetry. Being
adially symmetry it must have the following:

a) A centre vector vj in the input space, made up of cluster
centre with element vji (j = 1 to M). ‘M ≤ P’ where M is
the number of centre vectors and P is number of training
patterns. The vector typically is stored as weight factors
from input layer to hidden layer.

b) A distance measure to determine how far an input pattern
with element Ii is from cluster centre vji. We have used
Euclidean distance norm for this purpose:

Euclidean distance edj = ∥∥I − vj
∥∥ =

√√√√ L∑
i=1

(Ii − vji)2

(A.5)

c) A transfer function, which transfers Euclidean distance to
give output for each node. In our case we used the Gaussian
function for this purpose:

outputj = exp

(
ed2
j

σ2

)
(A.6)

where σ is the spread parameter determined from

σ = max(ed)√
M

(A.7)

And max(ed) is maximum Euclidean distance between
selected centers and M is the number of centers.

There are weight factor wkj (k = 1 to N, j = 1 to M) between
th nodes of output layer and jth nodes of hidden layer. ‘N’ is the
imension of output vector. Output from output layer transferred
hrough a transfer function like log sigmoid or tan sigmoid.

Output from the output layer is given by

utputk = f

(
N∑
k=1

wkj × outputj

)
(A.8)
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bstract

A reversed-phase ion-pair high-performance liquid chromatographic method, using tetrabutylammonium bromide (TBABr) as ion-pair reagent,
as been developed for the simultaneous analysis of silicon (Si) and phosphorus (P) as heteropoly acids in soil and plant samples. The effect of
he concentrations of ion-pair reagent, acetate buffer and organic modifier as well as the pH of buffer on separation was made clear. The reaction
onditions and stability of heteropoly acids were investigated. Furthermore, the phenomenon occurred in the optimized process was also further
esearched. The separation was performed on a reversed-phase C18 column within 11 min with 40:60 (v/v) 0.1 M acetate buffer (pH 3.9)–acetonitrile

ACN) containing 0.8 mM TBABr as a mobile phase. The linear ranges of the peak area calibration curves for Si and P were 0.08–50 mg/L and
.40–50 mg/L, respectively. The detection limits calculated at S/N = 3 were 0.0057 mg/L and 0.0280 mg/L for Si and P, respectively. The method
as successfully applied to the analysis of soluble and total contents of Si and P in soil and plant samples.
2007 Published by Elsevier B.V.
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. Introduction

Silicon (Si) and phosphorus (P) are very important for ani-
als and plants [1,2]. Si and P are essential trace elements and

ecessary in bone formation and other metabolic processes for
uman [3,4]. The main source of Si and P for human is diet [5].
lant food is a source of biophilic Si and P [3,4], but most of
i and P in plants are unavailable for human body due to their

ow solubility [6]. In soil, though the total contents of Si and P
re large, only a very small part of them can be utilized by plant
7]. Plant-available P and Si are mainly composed of soluble
hosphate ions and silicate ions [8].

The analysis of Si and P, especially in soluble Si and
, in soil and plant samples is very significant in the fields

f plant nutrition and soil. Several methods including spec-
rophotometry [3,9,10], atomic absorption spectrometry [6], ion
hromatography [1,11,12] and ion-pair high-performance liq-

∗ Corresponding author. Tel.: +86 10 62797087; fax: +86 10 62782485/1106.
E-mail address: dingmy@mail.tsinghua.edu.cn (M. Ding).
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romatography

id chromatography (IP-HPLC) [13] had been reported for the
etermination of Si and P. There were also studies on the deter-
ination of Si and P by a combination of ion chromatography

nd inductivity coupled plasma mass spectrometry [14,15].
The spectrophotometric determination, the most common

ethod for the analysis of Si and P in agriculture, is based
n the reaction between silicate or phosphate and an excess of
mmonium molybdate reagent to give a yellow heteropoly acid
omplex, which is reduced subsequently to the heteropoly blue
ompound by ascorbic acid. However, the colorimetric determi-
ation of phosphate or silicate encounters mutual interference.
he interference of phosphate on silicate is usually reduced by

he addition of oxalic acid to preferentially decompose molyb-
ophosphoric acid (MPA) [16]. The common anion-exchange
hromatography is difficult to elute silicate and phosphate simul-
aneously with an isocratic elution and detect them without
re-column derivation because their ionization degrees distin-

uish greatly in deionized water. Furthermore, other anions
n plant and soil samples might interfere with them. Ikedo
12] determined phosphate and silicate ions in leaching process
aters and ceramics glaze raw materials of natural origin by
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on-exclusion chromatography coupled with UV-detection after
ost-column derivation, but this kind of method needs a special
ost-column reactor. In addition, the retention of phosphoric acid
s usually very weak on ion-exclusion column. Tikhomirova [13]
eported IP-HPLC to determine Si and P as molybdic heteropoly
cids with a preconcentration operation. However, in their paper,
ithout the complicated preconcentration, Si and P could not be
uantified exactly. It is also not advisable that standard solutions
f heteropoly acids were diluted with deionized water, which led
o the decomposition of heteropoly acids. In addition, detailed
esearch about the forming conditions of heteropoly acids and
eparating conditions of IP-HPLC of Si and P are lack.

In this research, a reversed-phase IP-HPLC for the determina-
ion of Si and P as yellow heteropoly acids has been developed.
he effect of the concentration of ion-pair reagent, buffer salt and
rganic modifier as well as the pH of buffer on separation was
ptimized. The forming conditions and stability of heteropoly
cids were investigated. The method developed had good peak
hape and high sensitivity. The method eliminated the mutual
nterference of Si and P when compared with spectrophotometric
etermination. The interference caused by ammonium molyb-
ate was avoided too. Furthermore, the method saved the trouble
f preconcentration. The method was successfully applied to the
nalysis of soluble and total contents of Si and P in soil and
lant samples. An accurate and sensitive method was offered
or simultaneous determination of Si and P in agriculture, food
nd biology.

. Experimental

.1. Apparatus and chromatographic conditions

Chromatographic analysis was carried out with an Agi-
ent 1100 HPLC consisting of a G1311A quaternary pump, a
1379A degasser and a G1314A UV detector. The separation

olumn was HiQ Sil C18 column (250 mm × 4.6 mm i.d., 5 �m).
amples were injected using a six-port injection valve with a

oop volume of 20 �L. Data acquisition was accomplished using
HP ChemStation.

An isocratic elution was performed, using a mobile phase
f 40:60 (v/v) 0.1 M acetate buffer (pH 3.9)–acetonitrile (ACN)
ontaining 0.8 mM tetrabutylammonium bromide (TBABr) at a
ow rate of 1 mL/min. The detection wavelength was 310 nm.

.2. Reagents and solutions

All solutions were prepared from analytical reagent-grade
hemicals in deionized water. The stock solutions of Si and P
ere 1 g/L which were prepared by dissolving sodium metasil-

cate nonahydrate (Na2SiO3·9H2O) and potassium dihydrogen
rthophosphate (KH2PO4), respectively in deionized water. The
orking solutions were prepared by the dilution of the stock

olutions. A mixed solution of molybdosilicic acid (MSA)

nd MPA was obtained by a reaction of a certain amount of
a2SiO3·9H2O and KH2PO4 with an excess of ammonium
olybdate ((NH4)6Mo7O24·4H2O) in required acidity which
as adjusted by 0.5 M sulfuric acid (H2SO4). Plant samples

T
d
o
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ere classified into dry ones and fresh ones. The dry ones were
ice, grain and maize. The fresh ones were cole and capsicum.
ll these plant samples were taken from the supermarket in
singhua University. The soil sample was taken from the campus
f Tsinghua University.

.3. Preparation of soil and plant samples for soluble
ilicon and phosphorus extraction

In order to determine soluble Si and P, an amount of 1 g
f ground and dried sample or 5 g of fresh plant sample was
eighed in a jar, and then 50 mL of water was added. The

xtraction was carried out with deionized water in an ultrasonic
rocessor for 30 min. After that time, the sample was cooled and
ltered. The sample was diluted and then adjusted to pH 1.1. At

ast, the solution of heteropoly acids was formed by adding at
east 0.56 mM ammonium molybdate per 1 mg/L Si and 1 mg/L
. The solution was passed through a 0.45 �m Millipore filter
efore injection.

.4. Preparation of soil and plant samples for total silicon
nd phosphorus extraction

An amount of 0.5 g of ground and dried sample or 2 g of fresh
lant sample was weighed into a flask, and then 5 mL of con-
entrated H2SO4 was added. The flask was heated moderately
ntil the sample was carbonized completely. After cooling for a
hile, 10 drops of hydrogen peroxide (H2O2) were added and

hen went on to heat, which were repeated until the solution was
lear for plant and offwhite for soil. After that time, the sam-
le was topped up with deionized water to a 50-mL calibrated
ask. The sample was diluted and then adjusted to pH 1.1. At

ast, the solution of heteropoly acids was formed by adding at
east 0.56 mM ammonium molybdate per 1 mg/L Si and 1 mg/L
. The solution was passed through a 0.45 �m Millipore filter
efore injection.

. Results and discussion

.1. Optimization of chromatographic conditions

A detailed study was performed on the effect of the con-
entration of TBABr, acetate buffer and ACN as well as the
H of acetate buffer in the mobile phase on separation. These
arameters were optimized using a univariate strategy.

.1.1. Effect of ion-pair reagent
In IP-HPLC, the sorption of ion-pair reagent on the column

ffers dynamic ion-exchange site to retain analytes. For a better
eparation of MSA and MPA, three ion-pair reagents, tetram-
thylammonium bromide (TMABr), cetyltrimethylammonium
romide CTMABr and TBABr, were examined for improv-
ng the separation of MSA and MPA. The results showed that

MABr was difficult to separate MSA from ammonium molyb-
ate and the use of CTMABr could extend the retention times
f MSA and MPA. It was found that TBABr was the most
uitable ion-pair reagent. The effect of TBABr concentration



1 nta 75 (2008) 178–182

w
r
c
c
f
fi
f
o
t
i
0
m
c

3

5
t
i
t
l
M
t
h
d

3

a
i
e
t
t
q
c
w

3

t
a
0

3
a

m
w
A
a
2
c
t
m
o
o

F
M
a

m
g
m
w
t
o
p
p
a
a
t
a
t
i
a
m
s
i
b
t
o
a

3

The stability of MSA and MPA mixture obtained by the opti-
mized conditions was investigated at room temperature within
51 h. As can be seen from Fig. 3, the peak height of MPA attained
80 S. Hou et al. / Tala

as studied in the range of 0.2–1.2 mM. An increase in the
etention times of MPA and MSA occurred with increasing
oncentration of TBABr, particularly for MPA. When the con-
entration of TBABr was 0.6 mM, double peaks were observed
or MPA, but when TBABr was 0.2 mM or 0.4 mM, only the
rst one occurred. Furthermore, with the increase of TBABr
rom 0.6 mM to 0.8 mM, the first peak disappeared with the sec-
nd peak heightened. The above phenomena might be attributed
o insufficient counter-ions in mobile phase, thus stable MPA
on-pair molecules and their unstable portion coexisted when
.6 mM TBABr was added. Good separation was achieved when
ore than 0.8 mM of TBABr was added in mobile phase, so we

hose 0.8 mM TBABr in this study.

.1.2. Effect of buffer pH
Several acetate buffers at pH values ranging between 3.5 and

.1 were used to investigate the effect of buffer acidity. Reten-
ion of MSA and MPA slightly decreased as pH values were
ncreased. The result showed that higher pH values promote fur-
her decomposition of heteropoly acids [17], which might cause
ess heteropoly anions to combine with counter-ions, so both

SA and MPA tended to elute with increasing pH. At the same
ime, the detection sensitivity of MSA and MPA decreased for
igher pH values. As a compromise between retention time and
etection sensitivity, the pH of buffer was controlled at 3.9.

.1.3. Effect of organic modifier
The formed neutral ion-pairs will adsorb onto the surface of

reversed-phase column firmly owing to the large size of the
on-pair. Therefore, an organic modifier is often added to the
luent to compete with stationary phase for ion-pairs to control
he elution rate. ACN was selected as the organic modifier. With
he increasing concentration of ACN, the elution of MPA was
uickened remarkably when compared with MSA. When the
oncentration of ACN was higher than 70%, MSA and MPA
ere coeluted. Sixty percent of ACN provided a good resolution.

.1.4. Effect of buffer concentration
Eluent strength of mobile phase is related to buffer concentra-

ion. Acetate buffer of higher concentration tended to elute MSA
nd MPA more quickly. In the studied range of 0.01–0.2 mM,
.1 mM buffer was suitable, so we used it in this study.

.2. Optimization of the forming conditions of heteropoly
cids

The formation conditions of MSA and MPA were also opti-
ized using a univariate strategy. The key parameters optimized
ere the concentrations of ammonium molybdate and H2SO4.
ll of these studies for MSA and MPA were performed with
standard solution containing 10 mg/L Si and 10 mg/L P in a

5-mL calibrated flask. The effect of ammonium molybdate con-
entration on the formation of heteropoly acids was studied in

he range of 0.56–11.2 mM (Fig. 1). The amount of ammonium

olybdate was insufficient to form heteropoly acids in the range
f 0.56–5.6 mM. The variation of the peak height was not obvi-
us in the range of 5.6–11.2 mM, but the peak of ammonium

F
t
i

ig. 1. Effect of ammonium molybdate concentration in the forming process of
SA and MPA. Forming conditions: 10 mg/L Si, 10 mg/L P and 0.56–11.2 mM

mmonium molybdate at pH 1.1 in a 25-mL calibrated flask.

olybdate appeared at about 2.5 min and its height increased
radually with the increase of the concentration of ammonium
olybdate in the range of 5.6–11.2 mM, which might interfere
ith the peak of MSA. These results showed that 5.6 mM was

he optimum concentration for ammonium molybdate. In the-
ry, ammonium molybdate should be added at least 0.56 mM
er 1mg/L Si and 1 mg/L P, but the contents of Si and P in sam-
les were uncertained, so excessive ammonium molybdate was
dded according to the rough calculation of the contents of Si
nd P in samples. Fig. 2 shows the effect of different pH on
he peak heights of MSA and MPA. The peak heights of MSA
nd MPA remained constant up to pH 1.1 and then decreased in
he pH range of 1.1–4.6. However, with the increasing acidity
n the pH range of 0.7–0.4, there was another peak appearing at
bout 4 min for MPA and its peak height increased gradually; this
ight be because MPA had been changed in the composition or

tructure and combined with counter-ions to give different MPA
on-pair molecules. The peak of MPA at pH 4.6 was absent
ecause more acidity was required for the formation of MPA
han MSA. The similar phenomenon occurred in the formation
f MSA and MPA of different concentrations. Considering the
bove factors, pH 1.1 was used for the subsequent experiments.

.3. Stability of heteropoly acids
ig. 2. Effect of pH in the forming process of MSA and MPA. Forming condi-
ions: 10 mg/L Si, 10 mg/L P and 5.6 mM ammonium molybdate at pH 0.4–4.6
n a 25-mL calibrated flask.



S. Hou et al. / Talanta 75 (2008) 178–182 181

F
c
i

g
u
b
t
a

3

s
e
f
5
e
(
d
o
i
S
c
c
i

Fig. 4. Chromatogram of MSA and MPA standard containing 2 mg/L of Si and
2 mg/L P, respectively. Chromatographic conditions: column, HiQ Sil C18; elu-
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ig. 3. Stability of MSA and MPA under the optimized conditions. Forming
onditions: 10 mg/L Si, 10 mg/L P and 5.6 mM ammonium molybdate at pH 1.1
n a 25-mL calibrated flask.

radually to the maximum within 1 h and then remained stable
p to 5 h. After 18 h, the peak height of MPA decreased obviously
ecause of the decomposition of MPA. However, MSA seemed
o be more stable than MPA under the optimized conditions, so
ll experiments were performed within 1–5 h.

.4. Method evaluation

The HPLC system was calibrated by injecting five standard
olutions of different concentrations with three repetitions at
ach concentration. These standard solutions were prepared as
ollows: a heteropoly acid solution containing 50 mg/L Si and
0 mg/L P was prepared under the optimized conditions; the lin-
arity was obtained by diluting the solution with 0.04 M H2SO4
pH 1.1). In the study, an attempt to dilute the solution with
eionized water was unsuccessful, because the decomposition
f heteropoly acids led to narrower linear ranges of Si and P
n water than that in 0.04 M H2SO4. The calibration curves of

i and P were obtained by plotting the peak areas against their
oncentrations. The regression lines, linear ranges, correlation
oefficients and detection limits (S/N = 3) for Si and P are listed
n Table 1.

o
a
o
T

able 1
egression lines and other quantitive data for Si and P

nalyte Regression line Correlation coefficient Linear range (mg/L)

i Y = 805.1x − 99.957 0.9998 0.08–50
Y = 566.6x − 29.699 0.9992 0.40–50

able 2
ecoveries of Si and P in rice and soil samples (n = 3)

pecies Analyte Original (mg/L) Add

ice Si 2.76 2
4

P 4.48 2
4

oil Si 5.5 2
4

P 2.26 2
4

nt, 60% (v/v) of ACN, 40% of 0.1 mM acetate buffer (pH 3.9), 0.8 mM TBABr;
ow rate, 1.0 mL/min; detection wavelength, 310 nm. Peak: 1 = molybdate
mmonium, 2 = MSA and 3 = MPA.

The precision of the present method was determined by five
epeated chromatographic injections of a standard solution. The
elative standard deviations (R.S.D.s) of retention times, peak
reas and half peak widths were all under 5% for MSA and MPA
Table 1). The recoveries of Si and P in rice and soil samples were
etermined by adding standard at two different levels of 2 mg/L
nd 4 mg/L into samples before extraction. The recoveries were
anged from 91.6% to 110.3% (Table 2). The chromatogram of

SA and MPA standard containing 2 mg/L Si and 2 mg/L P is
hown in Fig. 4.

.5. Quantitative analysis of plant and soil samples

The method developed in this study was successfully applied
o analyze Si and P in plant and soil samples. The chromatograms

f the rice and soil sample are shown respectively in Figs. 5 and 6
s examples. The analytical results of soluble and total contents
f Si and P in different soil and plant samples are summarized in
able 3. The reproducibilities of retention times and half peak

Detection limit (mg/L) R.S.D. (%, n = 5)

Retention time Peak area Half peak width

0.0057 0.70 4.65 2.47
0.0280 0.66 3.11 2.35

ed (mg/L) Found ± S.D. (mg/L) Recovery (%)

4.45 ± 0.18 93.5
7.46 ± 0.24 110.3
6.43 ± 0.20 99.2
7.77 ± 0.13 91.6

7.38 ± 0.29 98.4
9.87 ± 0.34 103.9
4.02 ± 0.20 94.4
5.92 ± 0.16 94.6
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Table 3
Analytical results of soluble and total contents of Si and P in soil and plant samples (n = 3)

Species Mean ± S.D.

Soluble Si (mg/g) Total Si (mg/g) Soluble P (mg/g) Total P (mg/g)

Rice (dry) 0.138 ± 0.006 0.831 ± 0.025 0.224 ± 0.010 2.821 ± 0.102
Grain (dry) 0.119 ± 0.008 0.612 ± 0.029 0.589 ± 0.031 2.960 ± 0.089
Maize (dry) 0.120 ± 0.005 1.288 ± 0.036 0.349 ± 0.016 3.855 ± 0.093
Cole (fresh) 0.101 ± 0.005 0.318 ±
Capsicum (fresh) 0.085 ± 0.004 0.157 ±
Soil (dry) 0.275 ± 0.011 1.188 ±

Fig. 5. Chromatogram of MSA and MPA in rice sample. Chromatographic
conditions and peak remark were the same as Fig. 4.
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[14] E. Engstrom, I. Rodushkin, D.C. Baxter, B. Öhlander, Anal. Chem. 78
ig. 6. Chromatogram of MSA and MPA in soil sample. Chromatographic
onditions and peak remark were the same as Fig. 4.

idths of Si and P in rice and soil samples were investigated by
hree repeated determinations. The R.S.D.s of retention times

nd half peak widths in rice sample were 2.46% and 5.07%
or Si and 2.24% and 2.13% for P, respectively. The R.S.D.s of
etention times and half peak widths in soil sample were 3.02%
nd 3.05% for Si and 4.8% and 2.11% for P, respectively.

[
[
[

0.017 0.126 ± 0.004 0.330 ± 0.015
0.007 0.407 ± 0.020 0.800 ± 0.044
0.041 0.113 ± 0.005 1.813 ± 0.051

. Conclusions

A method for the determination of Si and P as heteropoly
cids in plant and soil samples by reversed-phase IP-HPLC
as been described, which showed good sensitivity and sepa-
ation. The method was successfully applied to the analysis of
oluble and total contents of Si and P in soil and plant sam-
les. The present method can be adopted as a routine analytical
ethod for the determination of Si and P in the field of agricul-

ure.
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bstract

A simple, rapid and sensitive method for simultaneous determination of six steroid sex hormones in urine matrix was developed by the
ombination of stir bar sorptive extraction (SBSE) with high performance liquid chromatography (HPLC) and diode array detection (DAD). A
oly (methacrylic acid stearyl ester–ethylene dimethacrylate) was synthesized and selected as SBSE extraction medium. To achieve the optimum
xtraction performance, several parameters, including agitation speed, desorption solvent, extraction and desorption time, pH value, inorganic
alt and organic solvent content of the sample matrix were investigated. Under the optimized experimental conditions, low detection limits
S/N = 3) and quantification limits (S/N = 10) of the proposed method for the target compounds were achieved within the range of 0.062–0.38 and

.20–1.20 ng/mL, respectively from spiked urine, respectively. The calibration curves of six steroid sex hormones showed good linearity ranging
rom 1.0 to 200 ng/mL with linear coefficient R2 values above 0.990. Good method reproducibilities presented as intra- and inter-day precisions
ere also found with the R.S.D.s less than 9.2 and 10.0%, respectively. Finally, the proposed method was successfully applied to the determination
f the target compounds in a urine sample from a pregnant woman.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Steroid sex hormones (SSHs) are referred to those regulating
he differentiation and development of male and female repro-
uctive organs, secondary sex characteristics and behaviour
atterns. There are important biological messengers [1]. The
ffects of steroid sex hormones are receiving a growing atten-
ion from scientific community, regulatory agencies and the
ublic at large, as there is a continuous widespread of anthro-
ogenic substances into the environment. The main sources of
hose chemicals are from domestic effluents, mainly due to the

idespread use of birth-control pills and other analogous drugs
sed for the treatment of hormonal disorders or cancers. Other
ajor sources of SSHs are the livestock wastes as well as growth

∗ Corresponding author at: P.O. Box 1009, Xiamen University, Xiamen
61005, China. Tel.: +86 592 2183661.

E-mail address: hxj@xmu.edu.cn (X. Huang).
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disrupters; Steroid sex hormones; Urine matrix

egulators in aquaculture [2]. It is reported that steroid sex hor-
ones can cause human and animal endocrine disorders even

t very low level (ng/L range) [3,4]. On the other hand, toxi-
ological and pharmacological levels evaluated by biomedical
esearch rely deeply on the monitoring on a restricted number of
ormones in biological fluids, e.g. urine. These procedures allow
more accurate medical interpretation and a rapid access to
etabolic pathway information in both human and animal body.
herefore, developing a simple, rapid and sensitive method to
onitor steroid sex hormones in environment is important for

uman.
In the last years, several analytical strategies have been pro-

osed to monitor hormones in water and biomedical matrices,
ased on either biological assays [5–7] or chromatographic tech-
iques [8–14]. Among chromatographic techniques, HPLC is

idely accepted as an advantageous technique for monitoring

teroid hormones because HPLC is more rugged and versatile
ithout a derivatization step. In order to low the detection lim-

ts, sample pretreatment based on the method, such as solid



lanta

p
S
N
d
r
s
c
s

t
S
s
s
s
s
s
v
t
e
p
a
d
e
a
I
(
m
p
p
e
l
y
d
a
r

2

2

d
l
K
t
(
c
w
u
w
(
f
(
p
(
C
b

u
M
a
u

2

s
2
w
r
l
f

m
N
p
f
M
(

2

c
[
p
1
8
t
S
i
h
m
g
f
u
l
t
r
t
o
t

2

u
r
i
t

X. Huang et al. / Ta

hase extraction, solid phase micro-extraction (SPME) [3,14] or
BSE [13] is usually need before HPLC analyse. Almeida and
ogueira [13] have used stir bar sorptive extraction and liquid
esorption followed by high performance liquid chromatog-
aphy with diode array detection (SBSE–LD–HPLC/DAD) to
imultaneously detected several SSHs in water and urine matri-
es. Acceptable results were obtained but long time should be
pent in the extraction step.

SBSE is an extraction technique that was developed by Bal-
ussen et al. [15] in 1999 based on the same principles as those of
PME. The SBSE has been widely used for enrichment and sen-
itive determination of priority organic micro-pollutants in water
amples, as well as in other matrices [16–20]. Polydimethyl-
iloxane (PDMS) is typical coating material in the commercial
tir bars and the amount of PDMS is 25–125 �L, which is sub-
tantially higher than that on a SPME fiber with a maximum
olume of 0.5 �L. The phase ratio of SBSE is about 50–250
imes lower than SPME, resulting in much higher recoveries,
specially for volatile compounds with higher octanol–water
artition coefficients (Ko/w) [21,22]. We have used methacrylic
cid octyl ester as monomer to copolymerize with ethylene
imethacrylate (EDMA) and used the copolymer as SBSE
xtraction medium [23,24]. The new stir bar can extract apolar
nalytes effectively and polar compounds also can be extracted.
n this research, a novel stir bar based on monolithic material
SBSEM), which was obtained by in-situ copolymerization of
ethacrylic acid stearyl ester and EDMA in the presence of a

orogen solvent containing 1-propanol and 1,4-butanediol, was
repared. Then, a methodology combining the stir bar sorptive
xtraction and liquid desorption, followed by high performance
iquid chromatography with diode array detection for the anal-
sis of traces of steroid sex hormones in urine matrix was
eveloped. The method developed in our research is more rapid
nd lower LOD in the determination of SSHs than previous
esearch [13].

. Experimental

.1. Chemicals

Methacrylic acid stearyl ester (MASE) (99%), ethylene
imethacrylate (97%) and 3-(trimethoxysilyl)-propyl methacry-
ate (�-MAPS) (95%) were supplied by TCI (Tokyo Kasei
ogyo Co., Japan); azobisisobutyronitrile (AIBN) (97%, recrys-

allized before use), 1-propanol (97%) and 1,4-butanediol (98%)
distilled before use) were purchased from Shanghai Chemi-
al Co. (China); HPLC-grade acetonitrile (ACN) and methanol
ere purchased from Tedia Company (Fairfield, USA); Water
sed throughout the study was purified using a Milli-Q
ater purification system (Millipore, USA). Progesterone (PG)

98.0%) and diethylstilbestrol (DES) (99.5%) were supplied
rom Sigma–Aldrich (Steinheim, Germany); testosterone (TS)
>98%), methyltestosterone (MTS) (99.0%), testosterone pro-

ionate (PTS) (>98%) and nandrolone phenylpropionate (PNT)
>98%) were supplied by Jiubang Chemical Co. Ltd. (Shanghai,
hina); the mobile phases as well as the samples were degassed
efore use.

o
d
w
s
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Stock standard solutions of individual SSH (100 �g/L) were
sed to prepare the working and calibration standard mixtures in
eOH at the desired concentration, stored refrigerated at 4 ◦C

nd renewed monthly. For real urine sample assays, 20 mL of
rine was diluted to 50 mL with Mill-Q water.

.2. Equipments and materials

HPLC analyses were carried out on a LC chromatographic
ystem (Shimadzu, Japan) equipped with a binary pump (LC-
0AB) and a diode array detector (SPD-M20A) and LC solution
orkstation and CBM-20A controller. Sample injection was car-

ied out using a RE3725i manual sample injector with a 20 �L
oop (Rheodyne, Cotati, CA, USA); all experiments were per-
ormed at room temperature.

The pore size distribution of the polymer was measured on
ercury intrusion porosimeter (Porous Materials Inc., Ithaca,
Y). Before measurement, the bulk polymer was cut into small
ieces, Soxhlet-extracted with methanol for 12 h, vacuum-dried
or 6 h at 70 ◦C. The morphology of stir bar was examined by a

odel XL30 scanning electron microscopy (SEM) instrument
Philips, Eindhoven, The Netherlands).

.3. Preparation of SBSEM

The procedure of preparation of glass bar, pretreatment and
hemical modifications of the glass bar was described previously
23,24]. The monolithic material was prepared by an in-situ
olymerization. First, a mixture consisting of 160 mg MASE,
60 mg EDMA, 336 mg 1-propanol, 144 mg 1,4-butanediol,
mg AIBN was mixed ultrasonically into a homogenous solu-

ion, then the solution was purged with nitrogen for 3 min.
ubsequently, the solution was poured into a flat bottom borosil-

cate glass tube with 5.0 mm inner diameter. The stir bar that
as been pretreated was vertically immersed into the reactant
ixture, care should be taken to avoid the bar contact with

lass wall. The tube was sealed with septa and kept at 60 ◦C
or 24 h. After the polymerization, capillary tubing cutter was
sed to crack off the glass. Firm, integrated and polished mono-
iths could be obtained. The monolithic material on the bar was
hen Soxhlet-extracted with methanol for 24 h to remove the
esidue monomers, porogen, uncross-linked polymers and ini-
iator. Finally, the stir bar was vacuum-dried for 6 h at 70 ◦C to
btain the final SBSEM (20 mm in length and 1.5 mm monoliths
hickness).

.4. Extraction and desorption mode

Stirring extraction and stirring liquid desorption modes were
sed. The samples were stirred at room temperature. After
eaching extraction equilibrium, the SBSEM was removed and
mmersed in 5 mL methanol, stirred for a certain time to release
he extracted analytes. Then the stir bar was removed by means

f a magnetic rod, while the stripping solvent was evaporated to
ryness under a gently stream of nitrogen. The dried residue
as redissolved in 0.5 mL methanol for HPLC/DAD analy-

is.
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.5. Chromatographic conditions

All separation was performed on a Shim-pack VP ODS col-
mn (5 �m particle size, 250 mm × 2.0 mm i.d.). The mobile
hase consisted of a mixture of 75% (v/v) ACN aqueous solu-
ion. The detector wavelength was set at 240 nm; the flow rate
as 0.6 mL/min and the injection volume was 20 �L.

. Results and discussion

.1. Characterization of poly (MASE–EDMA) monolithic
aterial

The morphology of the poly (MASE–EDMA) monolithic
aterial was examined by SEM, and a typical microphotograph
s displayed in Fig. 1. The interconnected skeletons and inter-
onnected textural pore of the monolithic material can be clearly
bserved.

ig. 1. Scanning electron microphotograph of the poly (MASE–EDMA) mono-
ithic material.

ig. 2. Pore size distribution profile of the poly (MASE–EDMA) monolithic
aterial.
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Fig. 2 showed the pore size distribution plot. It was found that
here were two types pore size existing in the monolithic mate-
ial. One was large pore with the size about 1100 nm, and the
ther was mesopore with the size about 73.4 nm. The existence
f large pore ensures the monolithic material possess very good
ermeability. While the mesopore ensures the material possess
urface area. The total surface area was 4.25 m2/g for the material
alculated from Brunauer–Emmett–Teller (BET) plot. Experi-
ent demonstrated that the material possessed high extraction

apacity.

.2. Optimization of SBSEM operating conditions

In order to optimize the SBSEM operating conditions for
SHs analysis, systematic studies were carried out in blank
rine samples spiked at the 40 �g/L level. Several parame-
ers that could influence the SBSEM extraction efficiency were
nvestigated by coupling SBSEM to HPLC-DAD. According
o literature [15], the agitation speed may effect on the SBSE
fficiency significatively. However, assays performed at 600,
50 and 1000 rpm demonstrated that the differences observed
ere negligible. Consequently, a 600 rpm agitation speed was
sed in our research. The effect of different desorption solvent
ncluded methanol, ACN and mixture of methanol and ACN, on
he desorption efficiency also was performed. The result shown
hat effect of the different solvent was also negligible. There-
ore, methanol was chosen as desorption solvent considering
ethanol is more cheap and less poisonous than ACN. Others’

mportant parameters included extraction and desorption time,
H value, inorganic salt concentration and organic phase content
f the sample solution, which might play an important role in
BSEM efficiencies were studied in detail.

.2.1. The effect of extraction and desorption time
The extraction time profiles of six SSHs were monitored by
arying the extraction time from 0.5 to 2.0 h. Fig. 3 shows the
xtraction profile obtained for all SSHs studied, from which
t can be observed that all SSHs reach adsorption equilibrium
fter 1.0 h. In the Almeida and Nogueira [13] work which used

Fig. 3. The effect of extraction time on extraction efficiency.
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Six steroid sex hormones spiked at 40 ppb level were ana-
lyzed by SBSEM–LD–HPLC–DAD method under the above-
optimized conditions. The typical chromatogram is showed in
Fig. 7. Due to the high extraction capacity of SBSEM, great
ig. 4. The effect of pH of the sample matrix on extraction efficiency. The
ample pH values of were adjusted by 0.1 mol/L HCl and 0.1 mol/L NaOH.

BSE with PDMS coating to analyze SSHs in water, the time
o reach extractive equilibrium for progesterone and other SSHs
as found to be 4 and 2 h, respectively. The fast equilibrium

or SBSEM may be explained that by the faster mass transfer
rocess of monolithic material than PDMS coating. Thus, the
ime for SBSEM operation could be shorter than that SBSE with
DMS coating. The effect of liquid desorption time on result was
lso studied. It was found that the desorption efficiency reached
ax after 1.5 h.
Consequently, 1.0 and 1.5 h were adopted for the extraction

nd desorption, respectively, in the following research.

.2.2. The effect of pH value
The effect of sample pH on the extraction efficiency was

nvestigated in the range from 2.0 to 8.0. As shown in Fig. 4,
he extraction efficiency increased drastically from pH 2.0 to
.0, and decreased slowly from pH 4.0 to 6.0. There was no
bviously change when pH was higher than 6.0. The reason
f the above changes may be explained that steroids are ionis-
ble compounds, changing the pH of the aqueous matrix might
ave strong effect on their extraction yield [13,25]. All the six
SHs obtained highest extraction efficiency at pH 4.0. There-
ore, setting the pH value of matrix at 4.0 was recommended for
nalyzing SSHs in urine matrix with SBSEM.

.2.3. The effect of ionic strength
Ionic strength of matrix was adjusted by addition of NaCl

rom 0 to 50 mmol/L. The effect of ionic strength on the extrac-
ion efficiency was shown in Fig. 5. The results indicated that
ncreasing the ionic strength in the matrix disadvantaged the
xtraction of SSHs. This observation can be explained that the
olecules of NaCl also enter the inner of monolithic materials

uring the process of extraction. Methanol was used as desorp-
ion solvent in the desorption step, and the solubility of NaCl
n methanol significantly lower than in water. Therefore, some
ore of monoliths were blocked by crystal NaCl during desorp-
ion step which leaded some adsorptive SSHs cannot be released

rom monoliths. In order to avoid the crystal NaCl blocks, dam-
ges the monolithic coating, the SBSEM should be dipped in
olvent of water and methanol (v/v, 80/20) to dissolve resid-
al NaCl in the monoliths after each experiment. According

F
c

Fig. 5. The effect of NaCl addition on extraction efficiency.

he above results, no additional salt was used in the further
esearch.

.2.4. The effect of organic effect
Sample solutions spiked with SSHs containing different lev-

ls of methanol were extracted under the same conditions to
ompare extraction efficiency. As shown in Fig. 6, extraction
fficiencies decreased when the content of methanol in sample
olutions increased. The reason may be that an organic mod-
fier increases the solubility of SSHs in aqueous media, thus
educe the affinity of the target compounds for the monolithic
aterials of the stir bar. Consequently, further experiments were

erformed in the absence of MeOH in the aqueous matrix.
In a word, the optimized parameters for extraction of SSHs

rom urine matrix with SBSEM are the followings: agitation
peed of 600 rpm; extraction and desorption time of 1.5 and
.0 h, respectively; the pH value of matrix 4.0; no addition of
alt and organic modifier.

.3. Validation of the SBSE–LD–HPLC/DAD method
ig. 6. The effect of methanol content in sample solutions on extraction effi-
iency.
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Table 1
Linear dynamic range, correlation coefficients, LODs and LOQs, average recoveries, inter-day and intra-day precisions achieved for the six steroid hormones
(10 �g/L)

Hormones Linear range
(�g/L)

R2 LODa

(�g/L)
LOQb

(�g/L)
Recoveryc

(%±R.S.D., n = 3)
Inter-assayc variability
(R.S.D.%, n = 3)

Intra-assay variability
(R.S.D.%, n = 3)

DES 1.0–200.0 0.9987 0.062 0.20 48.0 ± 5.6 6.0 5.6
TS 4.0–200.0 0.9912 0.18 0.58 21.2 ± 9.2 10.0 9.2
MTS 4.0–200.0 0.9906 0.38 1.20 27.5 ± 8.9 9.1 8.9
PG 1.0–200.0 0.9976 0.12 0.41 49.5 ± 4.8 4.2 4.8
PTS 1.0–200.0 0.9992 0.12 0.41 80.0 ± 4.2 4.4 4.2
PNT 1.0–200.0 0.9984 0.18 0.58 81.8 ± 5.2 5.0 5.2
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a S/N = 3.
b S/N = 10.
c Assays at 40 ng/mL level.

nhancement of the peak height can be obtained, which indi-
ates that a lower detection limit could be achieved by SBSEM.
he proposed method showed 48-, 21-, 27-, 49-, 76- and 81-

old higher sensitivity for DES, TS, MTS, PG, PTS and PNT,
espectively, than the direct sample injection method (20 �L
njection).

The blank urine samples were spiked with six SSHs and taken
or analysis to evaluate the developed method. The data of linear
ynamic range, correlation coefficients, LODs, LOQs, average

ecoveries and reproducibility for the six-hormones under the
ptimized experimental conditions were listed in Table 1. It
an be seen from the data that the SBSEM–LD–HPLC/DAD
ethodology presents a good performance. The linear dynamic

ig. 7. HPLC chromatograms of six SSHs. (a) standard sample with each SSH
t 10 �g/mL, (b) spiked urine sample with each SSH at 40 ng/mL and treated
ith SBSEM, (c) direct injection of spiked urine sample with each SSH at
0 ng/mL. Peaks: 1, diethylstilbestrol; 2, testosterone; 3, methyltestosterone; 4,
rogesterone; 5, testosterone propionate; 6, nandrolone phenylpropionate.
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ig. 8. Chromatogram of a urine sample from a pregnant woman (30 weeks)
btained by SBSEM–LD–HPLC/DAD.

ange of a 50 mL sample was 1.0–200 �g/L with good linearity
R2 > 0.99). The LOD and LOQ were determined at a concen-
ration at which signal-to-noise ratios were equal to 3 and 10,
nd those were in the range of 0.062–0.38 and 0.2–1.20 �g/L,
espectively. The LOD and LOQ were low enough to analyze
race hormones residuals in urine matrix. The recoveries of six
SHs ranged from 21.2% (TS) to 81.8% (PNT). The precision of

he proposed method was evaluated using within and between-
ay repeatability calculated as R.S.D. on three replicates, and the
ariations were between 4.2% (PG) and 10.0% (TS). The data
n Table 1 well indicate the SBSEM–LD–HPLC–DAD method

ay be used to effectively analyze hormones in urine matrix or
ther aqueous matrix, such as water.

Finally, a urine sample from a 30 weeks pregnant woman
as analyzed by the present methodology. Fig. 8 depicts an
verall profile of the corresponding chromatogram obtained by
BSE–LD–HPLC/DAD, under optimized experimental condi-

ions. Although the urine matrix presented some complexity,
races of progesterone (2.54 �g/L) could be clearly detected, as
ell as other metabolites.
. Conclusions

In this work, a new SBSE based on a poly (methacrylic
cid stearyl ester–ethylene dimethacrylate) was synthesized.
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he combination of stir bar sorptive extraction and liquid desorp-
ion followed by high performance liquid chromatography with
iode array detection was successfully applied to the determina-
ion of six steroid sex hormones in urine matrix, at the trace level.
n comparison to the existing extraction methods for SSHs deter-
ination, the proposed method was simple, rapid, and precise.
herefore, it will be useful and practical in the screening and
etermination of SSHs in biological and environmental samples,
uch as urine and water.
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bstract

With water-soluble anionic tetra (p-carboxyphenyl) porphyrin (TCPP) to solubilize multi-walled carbon nanotubes (MCNTs), we obtained
suspension that could be stable more than 1 week. With this TCPP/MCNTs suspension, we propose a spectrofluorometric method of DNA

ybridization in this contribution. Our basic finding for this work is that the fluorescence from a dye-tagged single stranded DNA (ssDNA), which
as directly added to the TCPP/MCNTs suspension, gets quenched, and the fluorescence could be remained if the dye-tagged single stranded DNA

s first to be hybridized with its complementary target DNA to form a double stranded DNA (dsDNA) hybrid and added into the TCPP/MCNTs

uspension. Mechanism investigations showed that the reason for the former is due to the adsorption of ssDNA on the surfaces of MCNTs, and
hat for the latter is due to the strong electrostatic repulsion force between the negative charge TCPP/MCNTs complexes and dsDNA. Thus, target
NA in a DNA sample and single-base mismatch in DNA sequences could be easily detected.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Individually dispersed carbon nanotubes (CNTs) are excel-
ent candidates for optical sensors [1]. However, polydispersity
nd poor solubility in both aqueous and non-aqueous medium
mpose a considerable challenge for their applications. To effec-
ively be utilized as building blocks for nanotechnology, CNTs
ave been covalently and non-covalently functionalized in order
o make them soluble in aqueous or organic solutions [2–7].
t has reported that the non-covalent binding of zinc proto-
orphyrin IX (ZnPP) or meso-hexadecyloxyphenyl-substituted
orphyrin to CNTs could render CNTs soluble in DMF or
MSO through π–π interaction [8,9]. Recent similar discover-

es had showed that meso-(tetrakis-4-sulfonatophenyl) porphine
TPPS4) and 5,15-bis (3,5-di–tert- butylphenyl) porphyrin non-

ovalently make CNTs soluble in aqueous medium [10,11].
unctionalization of CNTs with porphyrins could supply the
anotubes with unique intrinsic properties of porphyrins, such

∗ Corresponding author. Tel.: +86 23 68254659; fax: +86 23 68866796.
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d
t
D
t
a
p
o

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.049
yrin (TCPP); DNA hybridization

s luminescence, photovoltaic properties, and biocompatibility.
t has reported that single-stranded DNA (ssDNA) could non-
ovalently interact with CNTs [12–14] owing to the π-stacking
nteraction between bases in DNA and the sidewalls of CNTs,
hile that double stranded DNA (dsDNA) is hardly adsorbed
n the surface of CNTs owing to the screening effect of the
egatively charged phosphate backbones of dsDNA on their
ases, which blocks the π-stacking interaction of the bases with
NTs [15–17]. The different adsorption properties of ssDNA
nd dsDNA on the CNTs have been applied to the detection
f specific DNA sequences with the near-infrared band-gap
uorescence of nanotubes or network field-effect transistors
NFETs) [18,19]. These methods, however, either suffer from
low response or require surface-immobilized probes.

Considering the different adsorption properties of ssDNA and
sDNA on the surface of CNTs and unique intrinsic proper-
ies of porphyrins, we propose a detection method of specific
NA in this work with non-covalent anionic porphyrin func-
ionalized multi-walled carbon nanotubes (MCNTs) suspension
s an optical probe. We found that tetra (p-carboxyphenyl)
orphyrin (TCPP) could well disperse multi-walled carbon nan-
tubes (MCNTs), forming stable TCPP/MCNTs suspension



1 lanta

i
w
c
t
s
t
t
h
t

2

2

F
t
3
a
w
(
C
M
j

2

S
o
F
(
D
m
d
t
f
N
i
d

p
5
2
c
w
b
M
i
3

2

a
4
t

5
t
c
s
w

3

3

i
m
t
b
T
got well dispersed (Fig. 2). It was found that this suspension
could be stable more than 1 week.

In order to investigate the interaction between TCPP and
MCNTs, we measured the absorption and fluorescence emission

Fig. 1. Absorption spectra of TCPP solution (solid) and TCPP/MCNTs sus-
pension (dashed). cTCPP, 3.86 × 10−6 M; cMCNTs, 0.066 mg ml−1; pH 7.4. The
inserted photographs show MCNTs in water (1), TCPP aqueous solution (2),
and TCPP/MCNTs suspension (3).
64 C.Z. Huang et al. / Ta

n the neutral medium. If a fluorescent dye-tagged ssDNA
as added into the TCPP/MCNTs suspension, the fluores-

ence emission of the dye-tagged DNA was quenched, while
he dsDNA, a hybrid formerly formed from the dye-tagged
sDNA with its complementary target ssDNA, was added into
he TCPP/MCNTs suspension, the fluorescence emission of the
agged dye remained. With that, we proposed a method of DNA
ybridization and single base-mismatched detection in this con-
ribution.

. Materials and methods

.1. Apparatus

The fluorescence spectra were obtained by using a Hitachi
-4500 fluorescence spectrophotometer (Tokyo, Japan), while

he absorption spectra were obtained by using a Hitachi UV-
010 UV–visible spectrophotometer (Tokyo, Japan) with water
s a reference. The SEM images of dispersed carbon nanotubes
ere obtained by using a S-4800 scanning electron microscope

Tokyo, Japan). A pHS-3D digital pH meter (Leici, Shanghai,
hina) was used to adjust the pH-values of the solutions, and a
VS-1 vortex mixer (Beide Scientific Instrumental Ltd., Bei-

ing, China) was used to blend the mixture.

.2. Materials

DNA oligonucleotides were synthesized and purified by
BS Genetech Co. (Beijing, China). The sequences of the
ligonucleotides used in this work are as follows: (1)
AM-5′-GTGAGGCATTGCCCC-3′ (probe DNA, p-DNA);
2) 5′-GGGGCAATGCCT CAC-3′ (complementary target
NA, ct-DNA); (3) 5′-GGGGCAAAGCCTCAC -3′ (mis-
atched DNA, m-DNA). Concentration of ssDNA was

etermined by measuring the absorbance at 260 nm. The
etra (p-carboxyphenyl) porphyrin (TCPP) was purchased
rom Sigma (Jiehua Chemical Co. Ltd., Chengdu, China).
a2HPO4–KH2PO4 buffer (pH 7.4) was employed for acid-

ty control. All other reagents were of analytical-reagent, and
ouble distilled water (18.2 M�) was used throughout.

MCNTs (Organic Chemical Co., Ltd., Chengdu, China) were
urified according to literature protocols [20,21]. Typically,
0 mg of MCNTs were refluxed in 50 mL of 2 M HNO3 for
days. Precipitate of MCNTs as a solid was allowed to pro-

eed overnight, and the clear solution above the suspension
as then removed. About 15 mL of suspension was separated
y filtration membrane. 2.76 × 10−5 M TCPP and the purified
CNTs mixed to form TCPP/MCNTs complexes for about 8 h

n an ultrasonic bath, and the complexes were ultrasonicated for
0 min before used.

.3. Methods
As for hybridized detection, into a 1.5 ml eppendorf cup was
dded 30 �l of 0.75 �M probe ssDNA, 30 �l of 0.75 �M ctDNA,
0 �l of phosphate buffer with pH 7.4. The mixture was diluted
o 170 �l. After mixed thoroughly, and incubated for about
75 (2008) 163–166

–10 min at 37 ◦C, 30 �l TCPP/MCNTs solution was added into
he samples and stood at room temperature for 5.0 min to form
omplexes. Fluorescence measurements were made with F-4500
pectrofluorometer by keeping the excitation and emission slit
idths of 10.0 nm, and the working PMT voltage of 700 V.

. Results and discussion

.1. Interaction of TCPP and MCNTs

A freshly prepared solution of TCPP dissolved in pure water
n neutral medium exits in a free base form and displayed a deep

agenta-colored transparent solution. After 8 h ultrasonication
ogether with MCNTs, however, the TCPP/MCNTs mixture
ecame a black-colored suspension (Fig. 1). The SEM images of
CPP/MCNTs mixture showed that MCNTs in the suspension
Fig. 2. SEM image of TCPP/MCNTs suspension.
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Ca2+ were added to the TCPP/MCNTs suspension, the nega-
tive charges of the TCPP/MCNTs would be partly neutralized
ig. 3. Fluorescence excitation (left) and emission spectra (right) of TCPP
olution (solid line) and TCPP/MCNTs suspension (dashed line). cTCPP,
.86 × 10−6 M; cMCNTs, 0.066 mg ml−1; pH 7.4. λex, 418 nm, λem, 646 nm,
00 V.

eature of both TCPP and TCPP/MCNTs suspensions. It was
ound that the Soret absorption band characterized at 414 nm of
CPP in the neutral medium was not perturbed even if TCPP
xperienced 8 h ultrosonication with MCNTs together (Fig. 1),
hile the fluorescence emission at 646 nm of the TCPP when

xcited at 418 nm (Fig. 3) was quenched by MCNTs. The fluo-
escence quenching possibly results from the inner-filter effect
f MCNTs since they have strong and broad absorption band
hroughout the range from 200 to 900 nm [22].

.2. Fluorescence of dye-tagged ssDNA and dsDNA in
CPP/MCNTs suspension

It was found that the fluorescence emission of FAM character-
zed at 520 nm excited at 485 nm was very weak if a fluorescent
AM-tagged ssDNA solution was added into TCPP/MCNTs

uspension (Curve 3 in Fig. 4). However, if a dsDNA hybrid
olution, formed from the fluorescent FAM-tagged DNA with
ts complementary DNA sequence, was added, the fluores-
ence emission of dye-tagged dsDNA got strong (Curve 1 in

ig. 4. Fluorescence emissions demonstrating detection of specific DNA
equences and single-base mismatches using TCPP/MWNTs suspension as
ptical probes. Concentrations: cMCNTs, 0.02 mg ml−1; cTCPP, 4.14 × 10−7 M;

p-DNA, 1.1 × 10−7 M; cct-DNA, 1.1 × 10−7 M; cm-DNA, 1.1 × 10−7 M; pH 7.4;

ex, 485 nm.
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ig. 4). It was also found that the TCPP/MCNTs suspension was
ighly specific in discriminating against complementary DNA
equences and single-base mismatches. The addition of a single-
ase mismatched dsDNA could have about 46% enhanced
uorescence emission compared with the fluorescence intensity
f perfectly matched targets (Curve 2 in Fig. 4).

In the neutral medium, TCPP/MCNTs suspensions are
egative-charged on the surface owing to the carboxyl group
nd could restrain adsorption of dsDNA due to electrostatic
epulsion forces. This negative-charged environment, however,
ould not exert any effect on the adsorption of ssDNA for the
dsorption depended on the π-stacking interaction between the
xposed bases and the MCNTs. In addition, the hydrophobic
romatic fluorescein group of FAM-tagged ssDNA could also
ind to the sidewalls of CNTs via π-stacking [23], and it was
ound about 90% of the fluorescence of MCNTs-bound tagged
uorescein could be quenched compared to free fluorescein-

agged DNA owing to the interactions between fluorescein and
CNTs. Similar fluorescence quenching phenomenon could

ound in reference between CNT and pyrene due to energy
ransfer [24,25]. Therefore, we suppose that TCPP as a medium

ight induce effective energy transfer from dye to MCNTs when
he TCPP/MCNTs were used as nano-probes for hybridization
etection of DNA in Fig. 4.

.3. Effects of bivalent cationic ions on DNA hybridization

The ring structure of porphyrin enriches π-electron and
ould make MCNTs non-covalently functionalized throughπ–π
nteraction, and its substituted groups such as carboxyl are
ell hydrophilic. Therefore, TCPP/MCNTs suspension could
e stable. When bivalent cationic ions such as Mg2+ and
nd their hydrophilicity would be reduced, resulting in precip-
tate (Fig. 5). Compared with Mg2+, the neutralization of Ca2+

ig. 5. Effects of bivalent cationic ions on DNA hybridization in
he presence of MCNTs probes. Curves: (1) MCNTs/TCPP + ssDNA;
2) MCNTs/TCPP + dsDNA; (3) MCNTs/TCPP + ssDNA + MgCl2; (4)

CNTs/TCPP + ssDNA + CaCl2; (5) MCNTs/TCPP + dsDNA + CaCl2; (6)
CNTs/TCPP + dsDNA + MgCl2. Concentrations: cMCNTs, 0.02 mg ml−1;

TCPP, 4.14 × 10−7 M; cp-DNA, 1.1 × 10−7 M; cct-DNA, 1.1 × 10−7 M; cMg2+,
.0 mM; cCa2+, 5.0 mM; Na2HPO4–KH2PO4 buffer (pH 7.4, 10 mM, 250 mM
aCl). λex, 485 nm.
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Fig. 6. Effects of centrifugation on DNA hybridization in the presence of
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CNTs probes. Concentrations: cMCNTs, 0.02 mg ml−1; cTCPP, 4.14 × 10−7 M;

p-DNA, 1.1 × 10−7 M; cc-DNA, 1.1 × 10−7 M; Na2HPO4–KH2PO4 buffer (pH
.4, 10 mM, 250 mM NaCl). λex, 485 nm,λem, 520 nm.

arked stronger, and the precipitate could be observed at 5 mM
a2+. Thus, we could find that fluorescence recovery of dsDNA

educed due to decrease of electrostatic repulsion forces. On the
ontrary, fluorescence quenching of ssDNA did not get affected,
or ssDNA depended on π-stacking but not related to charges.
t should be noted that the addition of Ca2+ resulted in high
ackground fluorescence due to appearance of precipitate. These
esults conform the different adsorption properties of ssDNA and
sDNA on the CNTs in the presence of TCPP.

.4. Effects of centrifugation on DNA hybridization

Since the ssDNA could be adsorbed strongly on the surface
f CNTs and the absorption could markedly increase suspended
orces, thus, DNA-CNTs complexes were hardly centrifugal-
zed. However, the dsDNA could hardly be adsorbed strongly on
he surface of CNTs, and the centrifugation, 10 min at 3000 rmp
or instance, could give rise to marked CNTs precipitate con-
aining dsDNA. The appearance of precipitate could decrease
he inner-filter effect of CNTs on the fluorescence of dye-tagged
NA. Fig. 6 showed that fluorescence recovery of ssDNA and
sDNA got increased after centrifugation. The fluorescence
ecovery degree of dsDNA was obviously stronger than that of
sDNA, further conforming the different adsorption properties
f ssDNA and dsDNA on the CNTs in the presence of TCPP.

. Conclusion

By combining the different adsorption properties of ssDNA
nd dsDNA on the surface of CNTs and unique intrinsic prop-
rties of porphyrins, we propose a method of specific DNA
etection with TCPP functionalized MCNTs as an optical probe
ince TCPP could well disperse MCNTs, forming a stable
CPP/MCNTs suspension with negative charges in the neutral
edium. This optical probe could be used for the detections
f DNA hybridization and single base-mismatched recognition.
bsorption and fluorescence measurements of the water-soluble
CPP/MCNTs complexes indicate that the free base form is pri-
arily responsible for rendering the nanotubes soluble in water.

[

[

75 (2008) 163–166

ater-soluble TCPP/MCNTs could be applied to detect DNA
equence. Effects of bivalent cationic ions and centrifugalization
ould conform the different adsorption properties of ssDNA and
sDNA on the CNTs.
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bstract

A one-step precipitation polymerization synthesis was adopted for the preparation of molecularly imprinted polymers (MIPs) by using hydro-
uinone as a template molecule. The transmission electron microscopy (TEM) exhibited that the polymers were uniform spheres with the diameter
f about 700 nm. The results of adsorption experiments showed that the microspherical imprinted polymers possessed fast adsorption dynamics.
ompared to the structurally similar compounds, catechol and resorcinol, the MIPs exhibited a high recognizable capacity to hydroquinone. And the

lectrochemical sensor fabricated by modifying the prepared MIPs microsphere on the glassy carbon electrode surface was used to detect the hydro-
uinone concentration. The current response was proportional to the concentration of hydroquinone in the range of 2.0 × 10−6 to 1.0 × 10−4 mol/L
ith the detection limit of 1.0 × 10−6 mol/L.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Molecular imprinting of synthetic polymers is an approach
here functional monomer and cross-linker are copolymerized

n the presence of template molecule [1]. Removal of the tem-
late molecule from the obtained polymer by simple solvent
xtraction reveals the complementary binding sites that can
ecognize the template molecule from its structurally similar
ompounds. Owing to their mechanical and chemical stabil-
ty, low cost of preparation, ease of mass production and fitting
or wide range of operating conditions, molecularly imprinted
olymers (MIPs) have been developed in wide fields, such
s solid-phase extraction [2], chromatographic separation [3],
atalysis [4] and biosensor [5].

Conventional MIPs have been prepared in the form of bulk

onolith. The copolymers are then ground and sieved to obtain

ppropriate size particles with irregularly shape for further use
6–8]. This procedure is time-consuming and yields only moder-

∗ Corresponding authors. Tel.: +86 25 83686082; fax: +86 25 83594976.
E-mail addresses: wangzl@nju.edu.cn (Z. Wang),
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te amounts of “useful” product [9]. And the obtained copolymer
articles have low capacity and poor site accessibility for the
emplate molecules because the grinding process may be detri-

ental to some of the binding sites. In order to overcome above
imits, recently efforts have been made to prepare MIPs with
esired shape and achieve MIPs materials for wide applications
10,11]. The ideal shape of MIPs for many applications may
e the microsphere with regular size and shape [12], which
an be prepared by precipitation polymerization [13], emul-
ion polymerization [14], suspension polymerization [15] and
eed polymerization [16]. Compared with the latter three meth-
ds, precipitation polymerization might be the easiest method
o prepare microspherical MIPs because this procedure is easy,
nd there is no need to add emulsifier or suspending reagent to
eaction system.

Since it was first reported by Ye et al. [17], precipitation
olymerization for the preparation of spherical MIPs has been
eveloped rapidly and applied to recognize and determine vari-
us compounds, which mostly are biomolecules, such as amino

cids [18], antibiotics [19] and herbicides [20]. Likewise, a little
ttention has been devoted for analytes of environmental interest,
uch as toxic compounds. Hydroquinone, a potentially carcino-
enic substance, causes severe effects on the central nervous
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ystem. Several methods have been used for the determination of
ydroquinone, including gas chromatography [21], chemilumi-
escence [22] and flow injection analysis [23]. These methods
xhibited high sensitivity, but all needed relatively expensive
nstrument and long time to complete the determination process.

In the present work, a simple and efficient synthesis method,
recipitation polymerization, was employed to prepare the MIPs
icrosphere by using hydroquinone as the template molecule.
ltraviolet–visible (UV–vis) spectrophotometry was used to

valuate the adsorption kinetics, special rebinding and selec-
ive recognition capability of the MIPs. At the same time, an
lectrochemical sensor prepared by modifying the MIPs micro-
phere on the glassy carbon electrode surface was used to detect
he concentration of hydroquinone.

. Experimental

.1. Chemicals

The cross-linker, trimethylolpropane trimethacrylate
TRIM), was purchased from Sigma. The functional monomer,
ethacrylic acid (MAA) was purified by distillation in vacuum

o remove the polymerization inhibitor. All other reagents were
f analytical grade and were used without further purification.
.1 mol/L phosphate buffer solution (PBS) prepared in mixed
olvent of doubly distilled water and methanol (9:1, v/v) at pH
.0 was used as supporting electrolyte.
.2. Apparatus and procedure

The morphology of MIPs microsphere was characterized by
ransmission electron microscopy (TEM, JEOL IEM-200CX).

v
t
q
T

Scheme 1. Schematic illustration of the
75 (2008) 22–26 23

ltraviolet–visible absorption spectra of hydroquinone were
ecorded by a UV-2401PC spectrometer. Electrochemical mea-
urements were performed with a CHI 660B electrochemical
orkstation (Shanghai Chenhua Instrument) in a glass vial

ontaining 10 mL of electrolyte at the room temperature.
hronoamperometry experiments were carried out in a typical

hree-electrode system with a platinum wire used as an auxiliary
lectrode, a saturated calomel electrode (SCE) as a reference
lectrode, and the MIPs microsphere modified glassy carbon
lectrode as a working electrode.

.3. Preparation of MIPs microsphere

The hydroquinone MIPs microsphere were prepared by pre-
ipitation polymerization using hydroquinone, MAA, TRIM and
, 2′-azobisisobutyronitrile (AIBN) as template molecule, func-
ional monomer, cross linker and initiator, respectively. The
rocedure of preparing the MIPs was described in Scheme 1. One
illimole template molecule and 8 mmol functional monomer
ere dissolved in a mixed solvent of acetonitrile and toluene.
he mixture was sonicated to facilitate the combination between

emplate molecule and functional monomer. Then 10 mmol
ross-linker and 50 mg initiator were added to above mixture
nd stirred with magnetic stirrer. The temperature was increased
rom room temperature to 70 ◦C within 2 h under N2 gas, and
hen kept at 70 ◦C for 24 h. After polymerization process, the
esulting polymers were collected by centrifugation of 9000 rpm
or 10 min. Then the polymers were eluted by the mixture sol-

ent of methanol and acetic acid (9:1, v/v) for several times
o extract the template molecules until there was no hydro-
uinone that could be detected by UV spectrometer in the eluent.
he obtained polymers were finally rinsed with ethanol for

molecular imprinting procedure.
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The TEM image as shown in Fig. 1 indicated the resulting
polymers was uniform spherical morphology with about 700 nm
in diameter.
4 X. Kan et al. / Ta

ne time to remove the remaining acetic acid and then dried
n the vacuum desiccators for 24 h before used. As a control,
he non-molecularly imprinted polymer (NIPs) microspheres
ere prepared and treated in the same way, except that the

emplate molecule was omitted from the polymerization pro-
ess.

.4. Binding experiments

Twenty milligrams microspherical MIPs or NIPs were
dded into 5 mL tubes, and mixed with 2.0 mL of
ydroquinone–acetonitrile solutions with specific initial con-
entrations ranging from 0 to 5.0 mmol/L. After the samples
ere shaken at 25 ◦C for 4 h, the solution was centrifuged at
2,000 rpm for 5 min. The concentration of free hydroquinone
n the supernate was measured by UV spectrophotometry at
89 nm. The amount of hydroquinone bound to the MIPs was
alculated by subtracting the amount of free hydroquinone from
he amount of hydroquinone initially added. Meanwhile, the
dsorption dynamics of the MIPs was performed by measured
he free hydroquinone concentration in the supernate at the dif-
erent adsorption time intervals. The selectivity of the MIPs was
nvestigated using catechol and resorcinol as the structurally
elated compounds.

.5. Electrochemical detection of hydroquinone

Twenty milligrams MIPs were dispersed in 1 mL methanol
ith ultrasonic for 20 min. Then 10 �L of the suspension of
IPs was dropped on the clean glassy carbon electrode surface

nd dry at room temperature. Then 10 �L of 1% (v/v) agarose
queous solution was overlapped on the above electrode surface
ill the accomplishment of gelling process of agarose. The pre-
ared MIPs modified electrode was used as the work electrode
o detect the concentration of hydroquinone by chronoamper-
metry.

. Results and discussion

.1. Preparation of MIPs microsphere

In the precipitation polymerization, the polymer was syn-
hesized in the present of a larger amount of solution than that
sed in the traditional polymerization. The growing polymer
hains do not overlap or coalesce but continue to grow individ-
ally by capturing newly formed oligomers and monomers in
his diluted reaction system, and then separate from the solution
ith microspherical morphologies [24]. Molecular imprinting
sing a covalent approach was reported to be more efficient
han the non-covalent approach. Nevertheless, imprinting using

non-covalent approach presents the advantage that guest
inding and release are very fast [25]. Therefore, the present
mprinted polymers were synthesized using a non-covalent

pproach.

MIPs microsphere was prepared using MAA as a functional
onomer, TRIM as a cross-linker in a large volume mixed sol-

ent of acetonitrile and toluene in presence of hydroquinone

F
I
v

Fig. 1. TEM image of MIPs microsphere.

ia thermal polymerization. Generally speaking, the most com-
only used functional monomer is MAA, which can form

ydrogen bond with template molecule prior to polymeriza-
ion. The resulting specific and positioned interactions would
ontribute to the MIP’s selectivity. As a cross-linker, TRIM,
ith three allyl groups, can much more favorably form the
orous structure of polymers than ethylene glycol dimethacry-
ate (EMDA) with two allyl groups. And it has been shown
hat imprinted polymers prepared using this trifunctional cross-
inker had higher load capacity [26]. In addition, both of MAA
nd TRIM are much more hydrophilic than vinylpyridine or
ivinylbenzene, which make the poly (MAA-co-TRIM) can be
sed in aqueous solution for the further detection of hydro-
uinone [27]. A mixture solvent of acetonitrile and toluene (11:1,
/v) was chosen as reactive medium and porogen to minimize
he interference of a polar solvent like acetone with hydrogen
onding, as well as to increase the porosity of the polymers
icrosphere.
ig. 2. Adsorption dynamics of MIPs towards hydroquinone in acetonitrile.
nitial concentration of hydroquinone: 2.5 mmol/L, amount of MIPs: 20 mg,
olume: 2.0 mL.
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ig. 3. Adsorption isotherms of (a) hydroquinone to MIPs, (b) hydroquinone
o NIPs, (c) resorcinol to MIPs and (d) catechol to MIPs. Amount of polymers:
0 mg, volume: 2.0 mL, binding time: 4 h.

.2. Adsorption characterizations of MIPs microsphere

.2.1. Adsorption kinetics of MIPs microsphere
The adsorption kinetics of the MIPs for template molecule

as carried out by adding 20 mg MIPs into 2 mL acetonitrile
olution with template molecule concentration of 2.5 mmol/L.
he curve of the adsorption dynamics was shown in Fig. 2. It can
e seen that the adsorption amounts of hydroquinone increased
ith the increase of adsorption time. In the early 90 min,

he adsorption rate increased quickly, while after 150 min, the
dsorption almost reached equilibrium, which indicated that the
mprinted cavities were saturated with the template molecules.
t the early time, hydroquinone molecules were easy to reach

he surface imprinting cavities of the MIPs microspheres and
he adsorption rate increased very quickly. With the saturation
f the surface imprinting cavities, hydroquinone began to diffuse
owards the deep cavities, because the diffusion of hydroquinone

et great resistance and led to the decrease of the adsorption
ate. Compared with other spherical MIPs with the diameter

bout several microns or bulk MIPs prepared by traditional
ethod, the present MIPs microspheres showed a faster bind-

ng kinetics [12,28]. This difference might be attributed to the
mall and uniform size of MIPs microsphere, which made the

w
a

ig. 4. (A) Typical current response curve at MIPs modified electrode on the additio
.0. The electrode was polarized at 300 mV. (B) Calibration curve for hydroquinone
.0 × 10−6 M, (c) 1.0 × 10−5 M, (d) 2.0 × 10−5 M, (e) 3.0 × 10−5 M, (f) 5.0 × 10−5 M
.0 × 10−4 M, (l) 1.0 × 10−3 M, (m) 1.5 × 10−3 M.
75 (2008) 22–26 25

ecognition sites of MIPs be easy accessible for the template
olecules.

.2.2. Binding property and selectively of MIPs
icrosphere
The binding properties of MIPs were measured with initial

oncentrations of hydroquinone ranging from 0 to 5.0 mmol/L.
urves (a) and (b) in Fig. 3 showed the adsorption isotherms
f hydroquinone on MIPs and NIPs, respectively. It is obvious
hat the binding amount of template molecules to MIPs were

uch higher than that to NIPs. The high adsorption amount of
ydroquinone to MIPs might result from the shape, size, and
hemical functionality in imprinted cavities produced by the
ydroquinone in the polymerization process.

In addition, curves (c) and (d) in Fig. 3 showed the adsorp-
ion isotherms of resorcinol and catechol to MIPs, respectively.
he binding ability of MIPs to these compounds is speculated
n the same interaction, two hydrogen bonds between the phe-
olic hydroxyl groups linked with aromatic ring of the phenolic
ompound and the carboxyl groups of MAA. When comparing
urves (c) and (d) with curve (a), we found that the binding
mounts of resorcinol and catechol to MIPs are much lower
han that of hydroquinone. With the uniform molecular weight,
he chemical structures of those three compounds are almost
he same except for the different replacement site of phenolic
ydroxyl groups. Since the structures of these two analogs are
ot complementary to the imprinted cavities in the polymers
roduced by the hydroquinone molecular imprinting, the abil-
ty of resorcinol or catechol interaction with the binding sites
as weaker than that of hydroquinone. Therefore, the selec-

ive recognition for hydroquinone of MIPs may be attributed
o shape selective fitting of hydroquinone into complementary
avities created into the MIPs during the imprinting proce-
ure.

.3. Electrochemical detection of hydroquinone
The electrochemical determination of hydroquinone in PBS
as carried out by chronoamperometry. Fig. 4A represented the

mperometric response obtained on the MIPs modified elec-

n of increasing concentration of hydroquinone in 0.1 M phosphate buffer pH
obtained by i–t curve. Concentration of hydroquinone (a) 2.0 × 10−6 M, (b)
, (g) 7.0 × 10−5 M, (h) 1.0 × 10−4 M, (i) 2.0 × 10−4 M, (j) 4.0 × 10−4 M, (k)
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rode. 0.3 V was chosen as the operating potential and aliquots
f hydroquinone was injected into a stirred PBS solution. Stable
esponse was obtained upon the repeated injection of hydro-
uinone into supporting electrolyte solution. Fig. 4B illustrates
he corresponding plot showing a linear relationship between
urrent response and hydroquinone concentration in the range
f 2.0 × 10−6 to 1.0 × 10−4 mol/L with a correlation coef-
cient r = 0.9983. And the detection limit was found to be
.0 × 10−6 mol/L. It was also found that the current response
f the modified electrode leveled off at high concentration of
ydroquinone, indicating the adsorption saturation of template
olecule to the MIPs modified electrode.

. Conclusion

MIPs composed of poly (MAA-co-TRIM) has been prepared
y a one-step precipitation polymerization using non-covalent
ond in the presence of template molecule, hydroquinone. The
olymer particles showed excellent uniform microsphere and the
recipitation polymerization was proved to be a feasible method
or preparation spherical MIPs. Because of their small diameters,
he MIPs possessed the fast adsorption kinetics, special adsorp-
ion capacity. Compared to the structurally similar compounds,
atechol and resorcinol, the MIPs exhibited a high recognizable
apacity to hydroquinone. An electrochemical sensor fabricated
y modified MIPs on the glassy carbon electrode surface was
sed to detect the concentration of hydroquinone. A linear range
etween current response and the concentration of hydroquinone
as obtained from 2.0 × 10−6 to 1.0 × 10−4 mol/L with a detec-

ion limit of 1.0 × 10−6 mol/L. And the present method may be a
seful approach for the combination of MIPs microspheres and
odified electrode to form a novel electrochemical sensor for

etection of template molecule concentration.
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Received 21 March 2007; received in revised form 23 October 2007; accepted 25 October 2007
Available online 4 November 2007

bstract

A green chromatographic analytical method for determination of fat-soluble vitamins (A, E, D3 and K1) in food and pharmaceutical supplement
amples is proposed. The method is based on the modification of a C18 column with a 3.00% (w/v) sodium dodecyl sulphate (SDS) aqueous solution
t pH 7 (0.02 mol L−1 phosphate buffer solution) and in the usage of the same surfactant solution as mobile phase with the presence of 15.0% (v/v)
utyl alcohol as an organic solvent modifier. After the separation process, the vitamins are detected at 230 nm (K1, D3 and E), 280 nm (A, E, D3 and
1) and 300 nm (K1, D3 and E). The chromatographic procedure yielded precise results (better than 5%) and is able to run one sample in 25 min,

onsuming 1.5 g of SDS, 90 mg of phosphate and 7.5 mL of butyl alcohol. When the flow rate of the mobile phase is 2 mL min−1 the retention times
re 4.0, 9.6, 13.0 and 22.7 min for D3, A, E and K1 vitamins, respectively; and all peak resolutions are higher than 2. The analytical curves present
he following linear equations: area = 6290 + 34852 (vitamin A), R2 = 0.9998; area = 4092 + 36333 (vitamin E), R2 = 0.9997; area = −794 + 30382
vitamin D3) R2 = 0.9998 and area = −7175 + 82621 (vitamin K1), R2 = 0.9996. The limits of detection and quantification for vitamins A, E, D3

nd K1 were estimated for a test pharmaceutical vitamin supplement sample as 0.81, 1.12, 0.91 and 0.83 mg L−1 and 2.43, 3.36, 2.73 and 2.49,

espectively. When the proposed method was applied to food and pharmaceutical sample analysis, precise results were obtained (R.S.D. < 5% and
= 3) and in agreement with those obtained by using the classical chromatographic method that uses methanol and acetonitrile as mobile phase.
ere, the traditional usage of toxic organic solvent as mobile phase is avoided, which permits to classify the present method as green.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Vitamins are organic substances present in several foods in
ow quantities and are indispensable to organism functions. Its
ystematic absence in the diet can results in deficient growing
nd development [1,2]. Independently of the ambient factors,
ormally the animals cannot synthesis vitamins by anabolic vial,
nd for this reason, it is necessary to include vitamins in the
limentary diet. In general, the vitamins are necessary in micro-
uantities and the doses vary with the age, physiological state
nd person physic activity. The nutritional necessity for vita-

ins increase in the growing, pregnancy and lactation periods,

n condition of intensive work and during the occurrence of dis-
ases, mainly the infectious one [3]. Traditionally the vitamins

∗ Corresponding author. Tel.: +55 44 32613684; fax: +55 44 32614125.
E-mail address: ccoliveira@uem.br (C.C. Oliveira).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.043
re classified in fat-soluble (A, D, E and K) and hydro soluble
C and B complex—B1, B2, B3, B5, B6, B8, B9 and B12).

The correlation between diet and health has led the con-
umers to ingest foods containing vitamins, included the fortifier
nes, and more recently, the pharmaceutical supplements; but the
ddition of these nutrients to industrial products can be utilized
s only marketing strategy, and several times, the commercial
dvantage has priority in damage of individual real necessity
4].

Due to the nutritional importance of the vitamins several ana-
ytical methodologies have been developed for determination of
hese substances in food, pharmaceutical supplements and bio-
ogical fluids [5–8]. There are a lot of analytical procedures to
arry out the determination of vitamins in food, pharmaceutical

nd physiological samples such as spectrophotometry [5], spec-
rophotoflurorimetry [6], voltametry [7] and chromatography
8–10]. As normally, it is necessary to determine more than one
itamin, the analytical method should be able to determine multi-
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omponents in complex samples, which can leads to interference
n the chemical analysis; thus, the chromatographic method is
ne of the most important one to carry out determination of vita-
ins as its exploitation permits to separate the analytes before

he detection, which can avoid interferences.
As the chromatographic method is predominant to determine

itamins in several samples, and normally, this method cannot
e considered green, including the ones to determine fat-soluble
itamins, due to the utilization of several organic solvents as
obile phase and, considering that the society claim for the

evelopment of analytical methods able to associate selectivity,
ensitivity and green characteristics [11], the chemists should
evelop analytical methods that not use hazardous reagents and
hat the amount of generated chemical waste should be minimal.

In this way, the aim of the present work is to develop a green
hromatographic method to determine fat-soluble vitamins (A,
, D3 and K1) in food and pharmaceutical supplement samples
y using the HPLC associated to micelar medium [12]. The
resence of the surfactant can modify the stationary phase (C18)
y adsorption on its surface and, the aqueous mobile phase can
resent affinity by the low polar vitamins due to the presence of
icelles. The strategy is exploited here to decrease the amount of

oxic organic solvent, normally utilized in the chromatographic
etermination of fat-soluble vitamins.

. Experimental

.1. Reagent and solutions

The vitamins standard stock solution, 100.0 mg L−1, were
repared by dissolving 10 mg of each reactive (retinol acetate:
itamin A, tocopherol acetate: vitamin E, cholecalciferol:
itamin D3 and phylloquinone: vitamin K1) obtained from
igma–Aldrich (St. Louis, USA) in 100 mL of methanol using
ark brown volumetric flasks. These solutions were stable for at
east 1 month when stored in the dark at 4 ◦C. Working solutions
ere prepared from the stock solutions by appropriate dilution
ith ethanol and shielded from light.
The mobile phase was prepared dissolving the adequate quan-

ities of SDS (0.10–3.0% (w/v)) and butyl alcohol (10.0%,
2.0% and 15% (v/v) (Sigma–Aldrich, St. Louis, USA) and up
o 1000 mL with 20 mmol L−1 of phosphate buffer solution at
H 7 and, the solution was passed, before use, through a 0.45 �m
embrane filter.

.2. Samples

30 g of food samples (fortified milk, powdered milk and
oybean oil) were weighted, grinded and transferred to a 250-
L Erlenmeyer flask, and 3 g of ascorbic acid and 65 mL of
OH–ethanol solution (prepared dissolving 50 mL of ethanol

n 15 mL of KOH 60% (w/v)) were added. The samples were
haken continuously overnight at room temperature. After, the

amples were transferred to a separating funnel where liquid
xtraction with 25-mL of hexane and shaking the funnel for
min was carried. This procedure was repeated two more times.
he organic phases were joined and washed two times with

f

w
A

75 (2008) 141–146

5 mL of water. Then, the organic phase was collected and evap-
rated to dryness in a vacuum rotary evaporator at 40◦ C and the
esidue was re-dissolved in 5 mL of methanol [13]. For phar-
aceutical supplement 3.0 g of each sample was weighted and

ransferred to a 100-mL Erlenmeyer flask, and 0.5 g of ascorbic
cid and 15 mL of KOH–ethanol solution were added. After this
tep, the samples were treated in the same way that the food sam-
les but the hexane extraction was carried out three times with
ortions of 3 mL of the organic solvent. After the extraction pro-
esses, the samples were filtered through a 0.45 �m membrane
lter and in the sequence were injected in the chromatographic
ystem for analysis.

.3. Liquid chromatography and separation conditions

Chromatographic separation was carried out using a Varian
roStar System with Star Chromatography Workstation and LC
ontrol software (Varian Analytical Instruments) comprising a
roStar 240 solvent delivery modules, a Model ProStar 410
utoSampler with a sample loop of 50 �L, a Model ProStar 330
hotodiode array detector with the Polyview 2000TM program
nd a microsorb C18 250 mm × 4.6 mm column with particles
f 5 �m equipped with a microsorb C18 10 mm × 4 mm guard
olumn. All the experiments were conducted at 30 ◦C. Before
nalysis, the column was conditioned making the mobile phase
ows through the system for 20 min at 2.0 mL min−1. During the
hromatographic separation the mobile phase was kept isocratic,
t 2.0 mL min−1 and the acquisition of the data were done at
30 nm (absorption of K1, D3 and E vitamins), 280 nm (absorp-
ion of A, E, D3 and K1 vitamins) and 300 nm (absorption of

1, D3 and E vitamins).

.4. System optimization

For system optimization the main important parameters
uch as buffer concentration, surfactant concentration, organic
odifier concentration, pH and mobile phase flow rate were

nvestigated. It should be stressed that for pH optimization
cetate and phosphate buffer solutions were used.

.5. Method calibration, validation and sample analysis

For quantitative determination external calibration was used
lotting peak area (y) versus injected amount of the vitamins
vitamin A: 0.0 1.0, 10.0, 20.0, 32.0, 48.0 and 60.0 mg L−1; vita-
in D3: 0.0, 1.0, 5.0, 15.0, 25.0, 35.0 and 40.0 mg L−1; vitamin
: 0.0, 1.0, 12.0, 21.0, 30.0, 48.0 and 60.0 mg L−1 and vitamin
1: 0.0, 1.0, 10.0, 20.00, 29.0, 48.0 and 60.0 mg L−1. The cali-
ration curves were used to determine the analyte concentrations
n the samples and in the blank with and without spiking. The
ODs and LOQs (n = 6) were estimated by using a signal-to-
oise ratio of 3 and 9, respectively, and processing the analysis
including extraction step item 2.2) of a test pharmaceutical

ormulation sample containing only vegetable oil.

The method validation was carried out spiking blank matrix
ith vitamins at five different levels of concentration (vitamin
: 0.0, 10.0, 20.0, 30.0 and 40.0 mg L−1; vitamin D3: 0.0, 2.0,
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.0, 8.0 and 11.0 mg L−1; vitamin E: 0.0, 10.0, 20.0, 40.0 and
0.0 mg L−1 and vitamin K1: 0.0, 2.0, 4.0, 8.0 and 10.0 mg L−1),
efore carried out the 2.2 extraction procedure and, analyzing
he extracts three times during 5 days.

. Results and discussion

In the present work, initially two conditions were elected
efore planning all the subsequent experiments. First, as the
ain goal was to develop green chromatographic method, all

eagents selected as mobile phase component should be as non-
oxic as possible. Second, it was decided that the stationary phase
hould be a C18 column due to its popularity in laboratories
evoted to chromatographic analysis, which can increase the
pplicability of the analytical method.

The vitamins A, E, D3 and K1 are high hydrophobic (Fig. 1)
nd, for this reason, present high affinity by the selected
tationary phase (C18 group). Thus, to promote the elution of fat-
oluble vitamins from the column, even in conventional methods
xploiting reversed phase chromatography, it is necessary the

sage of high concentrations of methanol and acetonitrile [14]
o increase the affinity of the vitamins by the mobile phase,
ecoming possible to elute them from the column. In this way,
he elimination of organic solvent in chromatographic methods

ig. 1. Structure of the fat-soluble vitamins: (1) retinol acetate (vitamin A),
2) tocopherol acetate (vitamin E), (3) cholecalciferol (vitamin D3) and (4)
hylloquinone (vitamin K1).
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o determine fat-soluble vitamin using C18 as stationary phase is
very hard task. Here, to circumvent this trouble the exploitation
f micelar medium was selected.

With the selected strategy, the mechanism of the separation
s changed as the surfactant is absorbed by the stationary phase
ncreasing its polarity and at the same time, the mobile phase
haracteristics are changed too, as the presence of the surfactant
nduces the micelles formation. Thus, the affinity of the fat-
oluble vitamins by the stationary phase decreases whereas the
olubility of the vitamins in the mobile phase increases due to the
enefits of micelles formation. The association of both factors
ecomes possible to get the separation of fat-soluble vitamins
sing a C18 stationary phase and an aqueous surfactant solution
s mobile phase.

As the fat-soluble vitamins do not present charge in a large pH
nterval, the selection of nonionic surfactant could be adequate
or the present application, but experiments showed that Triton
-100 as well as other ionic surfactants as dodecylbenzenesul-
honic acid (SBDS) and cetyl trimethyl ammonium bromide
CTAB) scattered and absorbs electromagnetic radiation in the
V region, where the fat-soluble vitamins should be monitored,
hich impair the usage of these surfactants. The anionic SDS

urfactant almost did not present absorption in the UV region
nd because of this characteristic was selected as mobile and
tationary phase modifier.

Initially, experiments were conducted using a simple SDS
queous solution in concentrations higher than the critical mice-
ar concentration (CMC, 0.24% (w/v)) as mobile phase, but due
o the low affinity of the fat-soluble vitamins by water, only part
f the analytes was eluted from the column (Fig. 2), indicating
hat a less polar solvent should be used to modify the mobile
hase solution. In this way, the low toxic ethanol alcohol was
sed.

When ethanol and SDS were present in the mobile phase

n improvement in the elution process was observed when
ompared to the SDS aqueous solution, but even for ethanol con-
entrations as high as 30% (v/v) not all analytes were eluted from

ig. 2. Effect of the SDS in the separation of fat-soluble vitamins. Data
btained to concentrations of vitamins A, D3, E and K1 of 40.0, 11.0, 60.0 and
0.0 mg L−1, respectively; sample volume of 20 �L, flow rate of 1.0 mL min−1

nd aqueous mobile phase containing 0.1, 0.2 and 1.0 (w/v) of SDS.
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Fig. 3. Effect of the ethanol in the chromatographic separation of fat-soluble
vitamins. Data obtained to concentrations of vitamins A, D , E and K of 40.0,
1
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Table 1
Conditions of the factorial experiment 23 to optimize the determination of the
fat-soluble vitamins A, E, D3 and K1

a

Experiment Butyl alcohol SDS Flow rate

1 − − −
2 + − −
3 − + −
4 + + −
5 − − +
6 + − +
7 − + +
8 + + +

a Data were obtained to 0.02 mol L−1 Na2HPO4 at pH 7. Levels: butyl alcohol
(
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b
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3 1

1.0, 60.0 and 10.0 mg L−1, respectively; sample volume of 20 �L, flow rate of
.0 mL min−1, with aqueous mobile phase containing 1.0% (w/v) of SDS and
%, 10%, 15%, 20%, 25% and 30% (v/v) of ethanol.

he column (Fig. 3). It should be emphasised that the ethanol
oncentrations could not be increased due to its high viscosity
hat led to the high backpressure in the chromatographic sys-
em. Thus, the ethanol was substituted by the less polar n-butyl
lcohol.

The presence of n-butyl alcohol was very benefic to the sep-
ration of the fat-soluble vitamins (Fig. 4) and, to mobile phase
ow rate of 1.3 mL L−1 it was possible to elute all the analytes in
0 min. When the mobile flow rate was lower than 1.3 mL min−1

he vitamins retention times were very high, decreasing the ana-
ytical frequency. As by using the conventional chromatographic

ethod it is possible to analyse vitamins A, E, D3 and K1 in

nly 25 min the green chromatographic method was optimized
o improve the analytical frequency.

Butyl alcohol presents high viscosity, and for this reason, the
emperature was fixed as high as possible (30 ◦C) to decrease the

ig. 4. Effect of the butyl alcohol in the chromatographic separation of fat-
oluble vitamins. Data obtained to concentrations of vitamins A, D3, E and K1

f 40.0, 11.0, 60.0 and 10.0 mg L−1, respectively; sample volume of 50 �L,
ow rate of mobile phase of 1.3 mL min−1 containing 2.2% (w/v) of SDS,
.02 mol L−1 of phosphate buffer at pH 7.0 and 12.0% (v/v) of butyl alcohol
t the temperature of 30 ◦C.
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− corresponds to 10.0% (v/v) and + to 15.0% (v/v) of butyl alcohol); SDS (−
orresponds to 1.50% (w/v) and + to 15.0% (w/v) of SDS) and mobile phase
ow rate (− corresponds to 1.5 mL min−1 and + to 2.0 mL min−1).

ackpressure in the chromatographic system, increasing ana-
ytes diffusion between the mobile and stationary phases [12]
nd permitting to increase the mobile phase flow rate. It should
e stressed that the temperature could not be increased as the
at-soluble vitamins are not thermally stables and because the
olubility of the stationary phase support increases with the
emperature.

The pH did not present influence in the separation process,
ainly because the vitamins are not charged, thus the pH was
xed at 7.0 by using a 0.02 mol L−1 of phosphate buffer. The
hoice of the pH and the nature of the buffer solutions are jus-
ified in view of the possibility to obtain a neutral waste with
ontoxic species. Thus the pH, temperature and sample vol-
me (50 �L) were kept constant and, a factorial experiment 23

Table 1) was carried out to optimize the mobile phase flow rate
nd SDS and butyl alcohol concentration in the mobile phase.
t is necessary to keep in mind the relationship between butyl
lcohol and SDS concentrations as the butyl alcohol presents
ow solubility in aqueous medium.

It was verified that the minimal butyl alcohol concentration in
he mobile phase to get chromatographic resolution adequate to
uantitative analysis was 15.0% (w/v). For lower butyl alcohol
oncentration it was observed peaks broadening which decrease
he sensitivity and the chromatographic resolution as well as
ncrease the time of analysis (Fig. 5). For higher butyl alcohol
oncentration it was necessary to increase the SDS concentration
o get a homogenized solution due to the low solubility of the
lcohol in water. In this way, the butyl alcohol concentration
as selected as 15.0% (v/v) as the better compromise among

ensitivity, analytical frequency and consumption of reagents.
The presence of SDS in the mobile phase was fundamen-

al as without the surfactant the dissolution of butyl alcohol is
ot possible in the aqueous medium; to dissolve 15.0% (v/v) of
utyl alcohol it is necessary to have at least 1.5% (w/v) of SDS.
urthermore, the surfactant changes the characteristics of the
tationary phase due to its adsorption on C18 surface, increas-
ng the polarity of the column and decreasing the affinity of the

at-soluble vitamins by this phase. At the same time, the sur-
actant changes the mobile phase characteristics too, forming
icelles that permit to increases the solubility of the fat-soluble

itamins in the mobile phase, becoming possible the elution of
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Fig. 5. Effect of the mobile flow rate, butyl alcohol and SDS concentrations in
the chromatographic separation of fat-soluble vitamins. Data obtained to con-
centrations of vitamins A, D3, E and K1 of 40.0, 11.0, 60.0 and 10.0 mg L−1,
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espectively; sample volume of 50 �L and temperature of 30 ◦C. For mobile
hase composition see Table 1.

he low polar analytes without the usage of solvents as methanol
nd acetonitrile [9,10]. It was observed an improvement in the
hromatographic resolution and in the time of analysis with the

ncrease of SDS concentration (Fig. 5) even in situations of butyl
lcohol concentration lower than 15.0% (v/v). Thus, the SDS
oncentration was fixed as 3.0% (w/v) as the better compromise

i
1

able 2
ecovery test

itamin addition (mg L−1) Day 1 Day 2

itamin A
0.0 0.0 0.0
10.0 9.8 ± 0.3 9.9 ± 0.3
20.0 20.3 ± 0.4 19.7 ± 0.5
30.0 31.5 ± 1.3 29.2 ± 0.9
40.0 39.1 ± 1.5 38.3 ± 1.6

itamin D3

0.0 0.4 ± 0.1 0.0
2.0 2.3 ± 0.1 1.9 ± 0.1
4.0 3.8 ± 0.2 3.7 ± 0.1
8.0 7.9 ± 0.2 8.5 ± 0.3
11.0 9.0 ± 0.3 8.7 ± 0.2

itamin E
0.0 0.0 0.0
10.0 10.2 ± 0.4 10.0 ± 0.3
20.0 19.6 ± 0.2 19.8 ± 0.3
40.0 39.4 ± 0.4 39.5 ± 0.5
60.0 62.5 ± 1.3 63.0 ± 1.2

itamin K1

0.0 0.0 0.0
2.0 1.8 ± 0.1 2.3 ± 0.1
4.0 4.2 ± 0.2 3.9 ± 0.1
8.0 8.6 ± 0.4 8.1 ± 0.3
10.0 9.9 ± 0.4 10.3 ± 0.5

etermination of fat-soluble vitamins in a placebo sample without and with addition
reen chromatographic method. The results are expressed in mg L−1 ±S.D.
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mong time of analysis, chromatographic resolution and reagent
onsumption.

The chromatographic resolution and time of analysis were
nfluenced by the mobile phase flow rate (Fig. 5). When the
ow rate was fixed as 1.0 mL min−1 associated to low butyl
lcohol and SDS concentrations it was verified that the time of
nalysis was superior to 90.0 min, increasing the peaks broad-
ning and degrading the sensitivity. For mobile phase flow rate
f 2.0 mL min−1 the time of analysis decreased considerably
Fig. 5) and, the chromatographic resolutions were better; for
his reason, this flow rate value was considered adequate.

It should be noted that experiment 8 (Table 1) led to the better
elation cust/benefits. When this condition was established it was
ossible to quantify the fat-soluble vitamins in 25.0 min (Fig. 5)
ith retention times of 4.0, 9.6, 13.0 and 22.7 min to D3, A, E

nd K1 vitamins, respectively.
Quantitative data were obtained injecting a sample volume

f 50 �L and monitoring the vitamins at 230 nm (K1, D3 and E),
80 nm (A, E, D3 and K1) and 300 nm (K1, D3 and E). It should
e emphasised that it is possible to do the measurements of
he four vitamins at the same wavelength, 280 nm, with a lost in
ensitivity to same vitamins, but this procedure is recommended
o laboratories that did not have chromatographic system with
hotodiode array detector. The elution process is done in an
socratic mode, thus a simple HPLC can be used to carry out the
The chromatographic procedure is able to run one sample
n 25 min with all peak resolutions higher than two, consuming
.5 g of SDS, 90 mg of phosphate and 7.5 mL of butyl alcohol.

Day 3 Day 4 Day 5

0.0 0.0 0.0
9.6 ± 0.5 9.4 ± 0.4 9.2 ± 0.4

19.3 ± 0.6 19.1 ± 0.5 18.8 ± 0.7
29.3 ± 1.4 26.4 ± 1.6 25.7 ± 0.9
36.2 ± 1.3 36.0 ± 1.5 35.4 ± 1.3

0.0 0.0 0.0
2.1 ± 0.1 1.8 ± 0.1 1.6 ± 0.1
3.5 ± 0.1 3.6 ± 0.1 3.6 ± 0.1
7.6 ± 0.3 7.4 ± 0.3 7.3 ± 0.2
8.7 ± 0.3 8.6 ± 0.3 8.1 ± 0.3

0.0 0.0 0.0
9.5 ± 0.3 9.3 ± 0.2 9.4 ± 0.4

18.4 ± 0.1 18.6 ± 0.3 18.7 ± 0.2
39.6 ± 1.0 38.8 ± 0.7 38.9 ± 0.6
61.7 ± 1.8 58.5 ± 1.1 54.9 ± 2.1

0.3 ± 0.1 0.0 0.0
2.0 ± 0.1 2.1 ± 0.1 1.7 ± 0.1
4.1 ± 0.1 3.9 ± 0.1 3.8 ± 0.1
8.4 ± 0.5 8.2 ± 0.3 8.3 ± 0.2

10.2 ± 0.3 9.7 ± 0.4 9.2 ± 0.4

of five different levels of each vitamin. Data were obtained by the proposed
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Table 3
Determination of fat-soluble vitamins in food and pharmaceutical supplement samples by the proposed green chromatographic method and by the conventional one

Samples Proposed method Conventional method

A D3 E K1 A D3 E K1

Fortified milk 0.19 ± 0.01 – 0.86 ± 0.04 – 0.18 ± 0.01 – 0.78 ± 0.03 –
Powdered milk – – – – – – – –
Soybean oil – – 0.84 ± 0.04 – – – 0.88 ± 0.05 –
Pharmaceutical supplementa 3.4 ± 0.2 5.2 ± 0.3 3.0 ± 0.2

The results are expressed in mg g−1 ±R.S.D.
a Liquid sample and the results are expressed in mg L−1.

Fig. 6. Chromatogram of placebo sample without and with the addition of
vitamins A, D3, E and K1 at concentrations of 25.0, 5.0, 15.0 and 5 mg L−1,
respectively. Data obtained for sample volume of 50 �L, temperature of 30 ◦C
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nd mobile flow rate 2.0 mL min−1 containing SDS 3.0% (w/v), butyl alcohol
5.0% (v/v) and 0.02 mol L−1 Na2HPO4 at pH 7.

The analytical curves present the following linear equa-
ions: area = 6290 + 34852 (vitamin A), R2 = 0.9998; area = 4092
36333 (vitamin E), R2 = 0.9997; area = −794 + 30382 (vita-
in D3), R2 = 0.9998 and area = −7175 + 82621 (vitamin K1),
2 = 0.9996 and, the limits of detection and quantification for
itamins A, E, D3 and K1 were estimated in a test pharmaceutical
itamin supplement sample as 0.81, 1.12, 0.91 and 0.83 mg L−1

nd 2.43, 3.36, 2.73 and 2.49, respectively.
The proposed method was applied to a placebo sample with

nd without addition of vitamins and it was possible to observe
hat any interference in the vitamins peak occurs in the presence
f the sample matrix (Fig. 6).

The accuracy of the method was always better than 5% and
% for intra-day and inter-day, respectively (Table 2), but some

itamin degradation occurs as the inter-day results decrease sys-
ematically with the time.

When different samples were analysed by the proposed
ethod the results (Table 3) were in agreement with those

[
[

[
[

8.5 ± 0.4 3.5 ± 0.2 5.5 ± 0.2 2.9 ± 0.1 8.3 ± 0.4

btained by using the classical chromatographic one [15], but the
roposed method is more friendly because of the lower toxicity
f the mobile phase, avoiding the traditional usage of acetonitrile
nd methanol to determine fat-soluble vitamin, which permits
o classify the present method as green.

. Conclusion

It is possible to do the chromatographic determination of fat-
oluble vitamins (A, E, D3 and K1) in food and pharmaceutical
upplement samples using a C18 column as stationary phase
nd an aqueous SDS/butyl alcohol solution as mobile phase.
he procedure is simple, robust, precise and present analytical

requency comparable to the conventional method.
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bstract

A membrane was prepared using polyvinyl alcohol (PVA) with low and high degree of polymerization (DOP), acetone, benzoic acid (BA) and
as cross-linked by UV treatment. Membrane composition was optimized on the basis of swelling index. Membrane prepared with 12% low DOP

nd 8% high DOP of PVA, 2% BA, dissolved in buffer containing 20% acetone and cross-linked with UV treatment exhibited lower swelling
ndex. Fourier transform infrared (FTIR) study of the membranes showed appearance of a strong band at ∼2337 cm−1 when UV was used for
ross-linking in the presence of benzoic acid. Scanning electron microscope (SEM) study revealed that membrane cross-linked with UV treatment
as smoother. Glucose oxidase (GOD)–PVA membrane was associated with the dissolved oxygen (DO) probe for biosensor reading. Glucose was

etected on the basis of depletion of oxygen, when immobilized GOD oxidizes glucose to gluconolactone. A wide detection range, 0.9–225 mg/dl
as estimated from the linear range of calibration plot of biosensor reading. Membranes were reused for 32 reactions without significant loss of

ctivity and stored for 30 days (∼90% activity) at 4 ◦C. Membranes were also used with real blood samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

The basic requirement of a biosensor is that the biological
aterial should bring the physico-chemical changes in close

roximity of a transducer. In this direction, immobilization tech-
ology has played a major role [1–3]. Immobilization not only
elps in forming the required close proximity between the bio-
aterial and the transducer, but also helps in stabilizing it for

euse. The biological material has been immobilized directly
n the transducer or in most cases, in membranes, which can
ubsequently be mounted on the transducer. Biomaterials can
e immobilized either through adsorption, entrapment, covalent
inding, cross-linking or a combination of all these techniques
3–5]. A number of techniques have been developed in our lab-
ratory for the immobilization of enzymes as well as cells for

his purpose [3,6,7]. Generally, entrapment is considered as a
uitable method for enzyme immobilization because of mild
oupling procedure.

∗ Corresponding author. Tel.: +91 22 25593632; fax: +91 22 25505342.
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d oxygen; Glucose biosensor

Synthetic polymer that has been extensively used for immo-
ilization of biocatalysts in a membranous form is polyvinyl
lcohol (PVA). It is a non-toxic and biocompatible synthetic
olymer with good chemical and thermal stability [8]. Large
umbers of hydroxyl groups in the PVA provide a biocom-
atible microenvironment for the enzyme [9]. However major
imitation of PVA membrane is its high swelling index and dis-
olves readily in water when not cross-linked [10]. Swelling
f the PVA membrane was reduced by cross-linking with
variety of chemical and physical methods [11,12]. In our

aboratory, urease enzyme was entrapped in the compos-
te polymer membrane of polyvinyl alcohol–polyacrylamide
nd cross-linked by �-irradiation and was reused for a num-
er of times without any significant loss of urease activity
13].

We report the preparation of a membrane containing glucose
xidase (GOD), using PVA with low and high degree of poly-
erization (DOP), acetone as a mixture of solvent, benzoic acid
BA) as sensitizer and cross-linked using UV treatment.
Glucose oxidase was selected for immobilization since it is

well studied and applicable in the field of biosensor [14,15].
ost of glucose biosensors are based on oxidation of glucose
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atalysed by glucose oxidase:

-Glucose + O2
GOD−→H2O2 + d-Gluconolactone

he amperometric response of consumed O2 was monitored for
lucose oxidation using oxygen-sensitive electrode [16].

Composition for preparation of membrane was optimized on
he basis of the swelling index. Fourier transform infrared (FTIR)
nd scanning electron microscope (SEM) studies of the mem-
ranes were carried. Operational reusability as well as stability
f the GOD–PVA membrane was studied. The applicability of
he membrane was confirmed with real blood samples.

. Materials and methods

.1. Materials

Polyvinyl alcohol (degree of hydrolysis 98–99%) with DOP
360 and 1700–1800 were purchased from Fluka Chemie,
mbH. Benzoic acid from Merck, Mumbai, India. Glucose oxi-
ase (E.C.1.1.3.4), type II from Aspergillus niger lyophilized
owder (100 units/mg protein) from Sisco Research Laboratory,
umbai. Glucose, acetone and other chemicals were obtained

rom standard sources. Clark dissolved oxygen (DO) elec-
rode (probe) was purchased from M/S Century Instruments,
handigarh, India. Blood samples and their glucose values
ere provided by the pathology department of BARC Hospital,
nushaktinagar, Mumbai.

.2. Optimization of PVA membrane composition
Different compositions of PVA with low (∼360) and high
1700–1800) DOP and benzoic acid were dissolved in milliQ
ater containing different percentages of acetone (Table 1). The
ixtures were dissolved homogenously at 70–80 ◦C on heat-

able 1
ompositions of the membrane and their swelling index

embrane compositions Swelling index (%)

2% LDOP PVA + 8% HDOP PVA
(no UV treatment)

103 ± 10.8

2% LDOP PVA + 8% HDOP
PVA + UV treatment

96.7 ± 10.4

2% LDOP PVA + 8% HDOP
PVA + 20% acetone as solvent (no
UV treatment)

89.65 ± 9.5

2% LDOP PVA + 8% HDOP
PVA + 20% acetone as
solvent + UV treatment

87.8 ± 9.2

2% LDOP PVA + 8% HDOP
PVA + 2% BA (no UV treatment)

70.17 ± 7.1

2% LDOP PVA + 8% HDOP
PVA + 2% BA + UV treatment

33.6 ± 3.5

2% LDOP PVA + 8% HDOP
PVA + 2% BA + 20% acetone as
solvent + UV treatment

26.3 ± 3.1

DOP PVA: Polyvinyl alcohol of low degree of polymerization (∼360). HDOP
VA: Polyvinyl alcohol of high degree of polymerization (∼1700–1800). BA:
enzoic acid. UV treatment: Ultra violet light (irradiation) treatment for 1 h.
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ng magnetic stirrer with vigorous stirring. PVA mixture was
llowed to cool to room temperature and overlaid as a thin
embranous layer on the lid of a Petri plate in order to obtain

equired thin and uniform membranes. Membranes were air-
ried for 2 h. Dried membranes were peeled off carefully and
ere cross-linked by exposure to UV light for 1 h.

.3. Swelling index of the PVA membrane

Circular pieces of the membranes were cut and weighed. The
ieces were then immersed in milliQ water for 24 h at room
emperature to attain the equilibrium sorption. Surface adhered
ater drops were wiped using soft filter papers after attainment
f equilibrium and weighed immediately. Weights were noted
own, after and before water treatment. Swelling index (S) was
alculated according to equation [10,17]:

(%) = Ws −Wd

Wd
× 100

here Ws and Wd are the weight of wet membrane at equilib-
ium of sorption and the weight of dry membrane respectively.
nferences were made for the quality of the membranes on the
asis of swelling index.

.4. FTIR study of the membrane

Membranes were studied by FTIR spectra and scanned in
he range of 4000–400 cm−1 on Jasco (Model FTIR-660 plus)
TIR Spectrometer. The membranes were pressed directly onto

he attenuated reflectance crystal KBr (KBr was supplied with
TIR instrument) with the sampling unit.

.5. SEM study of the membrane

A scanning electron microscope (Model 435 VP, Leo Elec-
ron Microscopy Ltd., Cambridge, UK) was employed to
bserve the surface of the PVA membranes. For SEM, pieces
f the membranes were mounted on stubs and were then coated
ith gold using a sputter coater. The SEM micrographs of the
VA membranes (before and after the UV treatment) were taken
t magnifications 100, 500 and 2000×.

.6. GOD immobilization in PVA membrane

A 10 ml homogenous mixture of 12% LDOP PVA, 8%
DOP PVA and 2% BA was prepared in 50 mM sodium phos-
hate buffer (pH 6.0) containing 20% acetone and 2 ml GOD
2000 units/ml) was added to the mixture and mixed homoge-
ously. The mixture was overlaid as a thin membranous layer,
ir-dried, peeled off carefully and placed under UV light for
ross-linking. Cross-linked GOD–PVA membranes were stored
t 4 ◦C.
.7. Operating condition and calibration of the DO probe

Commercial Clark-type dissolved oxygen electrode in con-
unction with GOD entrapped PVA membrane was used for
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Fig. 2. FTIR spectrum studies of the membranes prepared using mixtures of
the compositions given below: (1) 12% LDOP PVA + 8% HDOP PVA (no UV
treatment). (2) 12% LDOP PVA + 8% HDOP PVA + UV treatment. (3) 12%
LDOP PVA + 8% HDOP PVA + 2% BA (no UV treatment). (4) 12% LDOP
PVA + 8% HDOP PVA + 2% BA + UV treatment. (5) 12% LDOP PVA + 8%
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ig. 1. Schematic diagram of association of GOD–PVA membrane with the DO
robe biosensor.

iosensor reading as shown in Fig. 1. The electrode was filled
ith 1 M potassium chloride solution. Blank readings of the
robe with air and 50 mM sodium phosphate buffer (pH 6.0)
ere taken without the membrane being attached to the elec-

rode. Membrane was tightly attached to the electrode using
-ring with the support of cheesecloth. The DO probe was

llowed to obtain a base line corresponding to the buffer vol-
me 20 ml in the reaction vessel. 500 �l of standard glucose
olutions (concentration 0.9, 4.5, 22.5, 90, 225 and 450 mg/dl)
ere introduced into the reaction vessel and oxidation reaction
ccurred at electrode surface was observed. Oxygen was con-
umed from sample during oxidation of glucose and depletion
f oxygen was measured using DO probe. All experiments were
erformed at room temperature.

. Results and discussions

.1. Optimization of composition for preparation of PVA
embrane

Membranes were prepared using low and/or high degrees of
olymerized PVA, acetone, and benzoic acid and were cross-
inked by UV treatment. Membrane composition was optimized
n the basis of swelling index. Swelling index was reduced after
ross-linking membrane with UV treatment in presence of ben-
oic acid as sensitizer (Table 1) and the result is better than the
arlier report [9]. This shows that the stability of the membrane
as improved because of cross-linking.
Swelling properties was further reduced when the membrane

as prepared using both low and high degree of polymerized
VA. From the study, it was observed that membrane prepared
ith solution comprising 12% LDOP PVA and 8% HDOP PVA
as having lower swelling index (32.5 ± 4.1%) than the either
nly 20% low (53.4 ± 5.6%) or only 20% high (55.3 ± 5.5) DOP

f PVA. Membrane properties, flexibility and tensile strength
ere improved when mixture of both, low and high DOP of
VA was used for preparation of membrane. Flexibility of the
embrane increased with decrease of degree of polymerization

a
o

DOP PVA + 2% BA + 20% acetone as solvent (no UV treatment). (6) 12%
DOP PVA + 8% HDOP PVA + 2% BA + 20% acetone as solvent + UV treat-
ent.

f the PVA and tensile strength of the membrane increased with
ncrease of DOP of the PVA [18].

Swelling index was further reduced by using solvent with
0% acetone for preparation of membrane as shown in Table 1.

Above study indicated that the membrane comprised of 12%
DOP and 8% HDOP of PVA along with sensitizer (2% BA),
issolved in buffer containing 20% acetone and cross-linked
ith the UV treatment was having lowest swelling property

Table 1). This composition was used further for preparation of
embrane and immobilization of enzyme for biosensor devel-

pment.

.2. FTIR study of the membranes

FTIR spectra of PVA membranes with different composi-
ion are shown in Fig. 2 and their peaks were assigned in
able 2 [19–21]. It was observed that a strong band appeared
t ∼2337 cm−1 after UV cross-linking in the presence of ben-
oic acid and same band was absent when either benzoic acid or
V treatment was absent. The band appeared at ∼2337 cm−1

as corresponding to the free CO2 gases entrapped inside the
lkoxide polymer [20]. It was earlier reported that the UV treat-
ent could be used for cross-linking in presence of benzoate

9], where benzoate acted as a sensitizer. The cross-linking was
lways accompanied by photolysis of the sensitizer and in the
bsence of sensitizer, no cross-linking occurred. Probable mech-
nism was reported in literature [22], a free radical arising from
he photolysis of benzoate would abstract a tertiary hydrogen
tom from the polymer chain to yield a polymeric radical, which
an cross-link by combination with another such radical.

.3. SEM study of the membranes
SEM study of the surface of PVA membranes before and
fter UV treatment was carried out. It was observed that surface
f the membranes after UV treatment was having less ridges
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Table 2
FTIR peaks assignment for PVA membranes

Wave number (cm−1) Peak assignments

1 2 3 4 5 6

∼2954 ∼2951 ∼2954 ∼2954 ∼2951 ∼2953 Asymmetrical stretching vibration of methylene
(νasCH2 and CH aliphatic)

∼2876 C–H stretching of the symmetric methyl band, νs(CH3)
∼2337 ∼2337 C O stretching of CO2. Free CO2 gas was permanently

entrapped within polymer during cross-linking
∼1914 ∼1914 ∼1914 ∼1914 Vibration stretching of C O bands due to excited state

∼1715 ∼1715 ∼1723 ∼1716 ∼1729 ∼1729 Vibration stretching of C O
∼1472 ∼1456 ∼1479 ∼1473 ∼1473 ∼1472 Methylene deformation δ(CH2)
∼1341 ∼1345 ∼1345 ∼1348 ∼1346 ∼1348 Stretching C O and methylene deformation
∼1149 ∼1148 ∼1150 ∼1149 ∼1148 ∼1149 Before CO2 adsorption, a band assigned to the C–H

bending mode. C–O–C asymmetric and symmetric
stretching and C O stretching vibration and C–H
bending and rocking mode

∼865 ∼860 ∼864 ∼865 ∼864 ∼864 Deformation of a anomeric C–H vibration
∼748 ∼669 ∼739 ∼741 ∼740 ∼738 Skeletal mode of vibration of anomeric carbons

(1) 12% LDOP PVA + 8% HDOP PVA (no UV treatment). (2) 12% LDOP PVA + 8% HDOP PVA + UV treatment. (3) 12% LDOP PVA + 8% HDOP PVA + 2% BA
(no UV treatment). (4) 12% LDOP PVA + 8% HDOP PVA + 2% BA + UV treatment. (5) 12% LDOP PVA + 8% HDOP PVA + 2% BA + 20% acetone as solvent (no
UV treatment). (6) 12% LDOP PVA + 8% HDOP PVA + 2% BA + 20% acetone as solvent + UV treatment.

Fig. 3. SEM study of PVA membranes before and after UV treatment (magnifications: 100, 500 and 2000×).
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Fig. 4. Reusability of the GOD–PVA membrane (four GOD–PVA membranes
were studied against glucose concentrations: (�) 22.5 mg/dl, (©) 22.5 mg/dl,
(�) 90 mg/dl and (�) 90 mg/dl).

Fig. 5. Stability of the GOD–PVA membrane (a concentration of 90 mg/dl glu-
cose was used for the study).
J. Kumar, S.F. D’Souza

nd roughness and is smoother than the surfaces of the mem-
rane before UV treatment (as shown in Fig. 3). The membrane
ith smoother surfaces has greater antifouling capability [23]

or better quality and longevity.

.4. Immobilization of GOD in PVA membrane

GOD of different concentrations was immobilized in
VA membranes and optimum activity was obtained when
000 units/ml concentration was used. There after there was
o further significant increase in activity. Hence 2000 units/ml
oncentration of GOD was used for further study.

Km for free and immobilized GOD was studied and was
ound to be 76 and 119 mM respectively. No drastic changes
n Km on immobilization suggest any major alteration in its
onformation.

.5. Calibration of DO probe using GOD–PVA membranes

Calibration of DO electrode response with the standard
oncentration (0.9, 4.5, 22.5, 90, 225, and 450 mg/dl) of
lucose was carried using GOD–PVA membrane. Linear
t (Y = 0.1512 + 0.52X) with a slope of 0.52 (R2 = 0.989;
.D. = 1.9214) was estimated between 0.9 and 225 mg/dl of
lucose.

.6. Detection range, detection limit and response time

From the linear fit of calibration of DO electrode in response
o standard concentration of glucose, the detection range of
iosensor was estimated between 0.9 and 225 mg/dl. The
etection ranges were comparable to the commercial glucose
iosensor available in the market [15]. Standard deviation of the
oise was 0.011 × 10−2 ppm, twice of this inferred the detection
imit 0.6 mg/dl of the biosensor.

The enzymatic reaction using immobilized enzyme was
bserved for 30 min and the readings were acquired after 2 min
f interval in terms of change in depletion of dissolved oxygen.
t was observed that maximum dissolved oxygen was consumed
n first reading than the subsequent readings therefore 2 min was
onsidered as response time of the biosensor.

.7. Reusability, reproducibility and stability of the
OD–PVA membrane

The reusability of the four GOD–PVA membranes in
esponse to glucose is shown in Fig. 4. Membranes were reused
or 32 reactions without significant loss of activity.

The low relative standard deviations 2.8 × 10−2 (mean =
6.2 × 10−2 ppm, when n = 6) in the response of immobilized
nzyme for 90 mg/dl glucose demonstrated the high repro-
ucibility of analysis. Additionally, a very low relative standard
eviation 3.1 × 10−2 (mean = 46.78 × 10−2 ppm) of three dif-

erent experiments carried; using the same condition further
emonstrated the result.

As shown in Fig. 5 the immobilized GOD–PVA membranes
ere stable for 30 days of investigation with retention of

Fig. 6. Correlation of the biosensor reading (glucose mg/dl) with the BARC
hospital value in blood sample. Linear fit (Y = 2.2 + 0.979X) and correlation
(R2 = 0.992).
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0% activity, when stored at 4 ◦C and subsequently response
ecreased.

.8. Detection of glucose in blood samples

Biosensor was also used to detect glucose in blood sample
from the BARC hospital). Biosensor readings were compared
ith the values obtained from the hospital. The correlation

nd straight-line fit plot between the two results was shown in
ig. 6. The straight-line fit yielded slope of 0.979 (R2 = 0.992),
hich demonstrates the feasibility and a good correlation of

he GOD–PVA membrane response with the existing analysis
ethod. Blood consists of many other biological components,
hich did not interfere with the response of GOD–PVA mem-
rane.

. Conclusions

An alternate method to prepare the polyvinyl alcohol mem-
rane for biosensor application using high and low DOP of
VA, acetone, benzoic acid and cross-linking by UV treat-
ent is described. Swelling index study indicates that the
embrane prepared with 12% low DOP and 8% high DOP

f PVA, 2% BA, dissolved in buffer containing 20% acetone
nd cross-linked with the UV treatment, was having lower
welling index and suitable for immobilization. FTIR study
howed appearance of strong band at ∼2337 cm−1 when UV
as used for cross-linking in the presence of the benzoic acid.
EM study revealed the smoother quality of the membrane
fter UV treatment. Glucose oxidase enzyme was immobilized
nd GOD–PVA membrane was associated with the dissolved
xygen probe for biosensor reading. A wide detection range,
.9–225 mg/dl was estimated and membrane was reused for

2 reactions without significant loss of activity. Membranes
ere stored for 30 days (∼90% activity) at 4 ◦C. Use of
OD–PVA membranes were also demonstrated with real blood

amples.
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bstract

The aim of this work is to propose a biomonitoring method for the simultaneous determination of Cd and Pb in whole blood by simultaneous
lectrothermal atomic absorption spectrometry for assessment of environmental levels. A volume of 200 �L of whole blood was diluted in 500 �L
f 0.2% (w v−1) Triton® X-100 + 2.0% (v v−1) HNO3. Trichloroacetic acid was added for protein precipitation and the supernatant analyzed. A
ixture of 250 �g W + 200 �g Rh as permanent and 2.0% (w v−1) NH4H2PO4 as co-injected modifiers were used. Characteristic masses and limits

f detections (n = 20, 3 s) for Cd and Pb were 1.26 and 33 pg and 0.026 �g L−1 and 0.65 �g L−1, respectively. Repeatability ranged from 1.8 to
®
.8% for Cd and 1.2 to 1.7% for Pb. The trueness of method was checked by the analysis of three Reference Materials: Lyphocheck Whole

lood Metals Control level 1 and SeronormTM Trace Elements in Whole Blood levels 1 and 2. The found concentrations presented no statistical
ifferences at the 95% confidence level. Blood samples from 40 volunteers without occupational exposure were analyzed and the concentrations
anged from 0.13 to 0.71 �g L−1 (0.32 ± 0.19 �g L−1) for Cd and 9.3 to 56.7 �g L−1 (25.1 ± 10.8 �g L−1) for Pb.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Lead and cadmium are considered two of the most toxic ele-
ents for living organisms [1–6]. The environmental persistence

f these metals in concert with their intensive use by modern
ociety has, over the years, created a concentration in the bio-
phere, and continuous exposure to low levels of cadmium and
ead may result in bioaccumulation and health effects, by both
ccupational and environmental exposition [7,8].

Human biomonitoring is a useful tool in environmental

edicine to assess and evaluate the background levels of internal

ose of environmental pollutants in general population, popu-
ation groups and individuals through measurements of those

∗ Corresponding author. Tel.: +55 11 3091 8516; fax: +55 11 3815 5579.
E-mail address: pvolivei@iq.usp.br (P.V. Oliveira).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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ring; Blood; Cadmium; Lead

hemicals, or their metabolites in human specimens, such as
lood and urine [9].

Normal exposure levels of cadmium may be small [10,11],
nd the improvement of working conditions and the actions
aken to minimize the environment exposure to lead, such as the
hase-out of leaded gasoline and improvements in food prepa-
ations and packaging, have led to a substantial reduction of the
lood lead levels in general population [12–15]. Although envi-
onment quality has improved, during the last decades in many
ountries air levels of cadmium and lead in the vicinity of certain
ndustrial sources, frequently located closely to residential areas,
re still increased and health concerns were raised [16–19].

The determination of lead and cadmium in biological materi-

ls poses several problems mainly due to the low concentrations
f these metals, the great variation of the matrix from sample
o sample and contamination. Among the instrumental tech-
iques available, electrothermal atomic absorption spectrometry
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ETAAS) is still one of the most widely used for trace ele-
ent determination in biological samples [20–22]. Particularly,
TAAS is a well-established technique for cadmium [19,23–27]
nd lead [19,23–25,27–29] determination in whole blood.

The availability of simultaneous atomic absorption spectrom-
try (SIMAAS) allowed the development of methods for the
etermination of two or more elements, improving the analytical
requency, reducing the cost related to instrument maintenance,
ample and high purity reagents. The determinations of cad-
ium and lead by SIMAAS have been proposed in the literature

or many types of samples including serum, urine and whole
lood [30–34]. Otherwise, detection and quantification limits
f these methods are not enough sensible for assessing environ-
ental levels of these elements, mainly cadmium in whole blood

f population who has low levels of internal doses. The objec-
ive of this work is to propose a high sensible method aiming
he simultaneous determination of low levels of cadmium and
ead in whole blood for environmental exposure assessment. The
roposed method can be used in population surveys including
hose to determine reference values in biomonitoring programs.

. Experimental

.1. Instrumentation

All measurements were performed with an electrothermal
tomic absorption spectrometer, SIMAAS-6000 (PerkinElmer
ife and Analytical Sciences, Shelton, CT, USA), equipped
ith longitudinal Zeeman-effect background correction, Echelle
ptical arrangement and solid-state detector. End-capped
ransversal heating graphite tubes (EC-THGA) with integrated
yrolytically coated platforms were used throughout in this
ork. All solutions were delivered into the graphite tube by
eans an AS-72 autosampler (PerkinElmer Life and Analytical
ciences). Argon 99.996% (v v−1) (White Martins, São Paulo,
P, Brazil) was used as the purge gas. The instrumental setting
p conditions is shown in Table 1.
After proteins precipitation, the solid phase was separated
rom the solution using a centrifuge (Quimis®, São Paulo, SP,
razil).

able 1
nstrumental setting for the simultaneous determination of Cd and Pb in blood
y SIMAAS-6000

lement Pb Cd

avelength (nm) 283.3 228.8
and pass (nm) 0.7 0.7
amp type EDL* EDL
amp current (mA) 450 230
alibration range (�g L−1) 2.5–20 0.1–0.8
ignal measurements Peak area (AA-BG)
alibration equation Linear
ead time (s) 5.0
tandard and sample volume (�L) 12
odifier volume (�L) 5

tandard and sample replicates 3

DL: Electrodeless discharge lamp.
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.2. Reagents

All reagents were of analytical-reagent grade unless oth-
rwise specified. Ultra pure water with a final resistivity of
8.2 M� cm−1 was provided by a Milli-Q water purification sys-
em (Millipore, Bedford, MA, USA). Analytical grade HNO3
5% (m v−1) (Merck, Darmstadt, Germany) and Triton® X-
00 (Fisher Scientific, NJ, USA) was used to prepare diluent
olutions. Tricloroacetic acid (TCA) (Merck) was used to precip-
tate proteins of whole blood. The analytical reference solutions
ere prepared by successive dilution of 1000 mg L−1 of Cd

Cd(NO3)2 in H2O) and Pb (Pb(NO3)2 in H2O) from Titrisol®

tandard solutions (Merck).
The permanent chemical modifier was thermally obtained

rom high purity Na2WO4·2H2O (Merck) and RhCl3 (Sigma,
t. Louis, MO, USA). A solution of 2% (m v−1) NH4H2PO4
Merck) was used as co-injected chemical modifier. All solutions
ere stored in decontaminated polyethylene bottles at room

emperature.

.3. Sample

Lyphocheck® Whole Blood Metals Control level 1 (Bio-Rad,
rvine, USA) and SeronormTM Trace Elements in Whole Blood
evel 1 (Lot OK0336) and level 2 (Lot MR9067) from Sero AS
Billingstad, Norway) reference materials were used to check
he reliability of the entire proposed method. These lyophilized

aterials were reconstituted with 2 mL of ultrapure water.
Whole blood samples provided from 40 adult volunteers (>18

ears old) from São Paulo State Environment Agency (CETESB,
ão Paulo, SP, Brazil) were analyzed. The samples were col-

ected in heparinized Vaccuntainer tubes and stored at −22 ◦C
or about 1 week prior to the simultaneous Cd and Pb determi-
ations.

.4. Procedure

All glassware and Eppendorf® (Brinkmann Instruments,
estbury, NY, USA) tubes were cleaned with detergent solu-

ion, soaked in 10% (v v−1) HNO3 for 24 h, rinsed with ultra
ure water, dryed and stored in a closed polypropylene con-
ainer. All solution and sample manipulations were conducted
n a laminar flow bench (Class II, Pachane) to avoid airborne
ontamination.

A solution containing 0.2 �g L−1 Cd(II) and 5 �g L−1 Pb(II)
n 0.1% (w v−1) Triton® X-100 + 1.0% (v v−1) HNO3 + 6%
w v−1) TCA was used to optimize the heating program.
he pyrolysis and atomization temperatures were also opti-
ized in presence of diluted blood solution. Pyrolysis and

tomization temperature curves were simultaneously obtained
or Cd and Pb in absence and presence of co-injected 2.0%
w v−1) NH4H2PO4. The permanent chemical modifier (250 �g

+ 200 �g Rh) was used in all experiments. The permanent

hemical modifier was thermally deposited following the lit-
rature recommendations [35]. The pyrolysis holding time was
tudied considering the background absorbance intensity in pres-
nce of the diluted blood solution.
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removed during the drying step [36]. Consequently, the reduc-
tion in Cd and Pb thermal stability might be caused by the
presence of residual organic and inorganic components of 1 + 4
diluted blood. As reported in the literature, permanent chemical
48 F. Kummrow et al. / T

The analytical calibration solutions were prepared in the
ange of 0.10–0.80 �g L−1 for Cd and 2.5–20 �g L−1 for Pb
n 0.1% (w v−1) Triton® X-100 + 1.0% (v v−1) HNO3 + 6%
w v−1) TCA.

Samples and reference materials were prepared by dilut-
ng 200 �L of whole blood with 500 �L of diluent 0.2%
w v−1) Triton® X-100 + 2.0% (v v−1) HNO3 in Eppendorf®

Brinkmann Instruments, Westbury, NY, USA) tubes with
.5 mL. All diluted blood samples were pumping with the
icropipette several times to ensure that the pipet was com-

letely rinsed and to allow homogenization. The blood solution
as kept in a laminar flow bench during 60 min for complete red
lood cells lysing. Afterwards, 300 �L of 20% (w v−1) TCA
olution was added to the blood solution for proteins precipi-
ation. Subsequently, Eppendorf® tube was manually agitated
efore centrifugation during 5 min at 7000 rpm to enhance the
eparation. A volume of approximately 600 �L of supernatant
as transferred to the autosampler cup (1.2 mL) for analyze. A
2 �L aliquot of reference or sample solutions and 5 �L of 2.0%
m v−1) NH4H2PO4 solution were deposited onto the integrated
latform. The rinse solution was 0.1% (w v−1) Triton® X-100
o perform the probe cleaning and resulting better standard devi-
tion between the sampling. All measurements were made with
t least three replicates and based on integrated absorbance.

To evaluate occlusion or co-precipitation of Cd and Pb in the
recipitate a mass of approximately 50 mg of SeronormTM Trave
lements level 2 dry precipitate were transferred to microwave
essel with a diluted oxidant mixture (1 mL HNO3 + 2 mL
2O2 + 3 mL H2O) for digestion in a closed vessel microwave
ven (Microwave 3000, Anton Paar, Austria), using the follow-
ng heating program (temperature, ◦C; ramp, min; hold, min):
140, 5, 1), (180, 8, 2) and (220, 4, 10). Cadmium and Pb were
etermined in the resulted solution by SIMAAS.

. Results and discussions

.1. Heating program optimization

Based on previous results for the simultaneous determina-
ion of Cd and Pb in whole blood by SIMAAS [33], the mixture
50 �g W + 200 �g Rh was initially elected as the permanent
hemical modifier. In aqueous solution, the best pyrolysis tem-
eratures were 400 and 500 ◦C for Cd and Pb, respectively,
hile atomization temperatures were 1700 ◦C for both elements

Fig. 1). For diluted blood sample (1 + 4), after proteins precip-
tation, the pyrolysis temperatures were 300 and 350 ◦C for Cd
nd Pd, respectively (Fig. 2).

Pyrolysis and atomization temperatures must be selected
ased on the most and least volatile analyte to be simultane-
usly determined. The most suitable temperatures for Cd and
b determination, using W + Rh as chemical modifier, were 300
nd 1700 ◦C for pyrolysis and atomization steps, respectively.

The spectrometer calibration was performed by using

queous analytical reference solutions ranging from 0.10 to
.80 �g L−1 for Cd and 2.5 to 20 �g L−1 for Pb in 0.1% (w v−1)
riton® X-100 + 1.0% (v v−1) HNO3 + 6% (w v−1) TCA. The
ame concentrations of matrix matched analytical reference

F
p
2

n 0.1% (w v−1) Triton® X-100 + 1.0% (v v−1) HNO3 + 6% (w v−1) TCA with
wo different chemical modifier: 250 �g W + 200 �g Rh and 250 �g W + 200 �g
h + co-injected 2.0% (w v−1) NH4H2PO4.

olutions were also used for spectrometer calibration to check
he influence of matrix concomitants on the Cd and Pb atomiza-
ion. The analytical curves for Cd and Pb in aqueous solution
nd diluted blood sample are shown in Figs. 3 and 4, respec-
ively. The comparison of the slopes (b) observed for calibration
raphs obtained from aqueous solution with those in presence
f diluted blood can be use to estimate the effect caused by
he matrix. In absence of matrix effect, the ratio between the
lopes obtained from aqueous solutions and diluted blood must
e, approximately, 1, and this condition ensures the adequacy of
sing aqueous reference solution for instrument calibration [34].
his experiment showed more pronounced matrix effects over
d (0.03568/0.02668 = 1.3) than Pb (0.00129/0.00133 = 0.97)
tomization. This was confirmed when the reference materials
ere analyzed. Recoveries based on the recommended values

anged from 76 to 89% for Cd and 89 to 96% for Pb.
Due to the low boiling point (199 ◦C) TCA was probably
ig. 2. Pyrolysis and atomization curves for blood (1 + 4) diluted after protein
recipitation with two different chemical modifier: 250 �g W + 200 �g Rh and
50 �g W + 200 �g Rh + co-injected 2.0% (w v−1) NH4H2PO4.
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Fig. 3. Analytical curves for Cd in aqueous and blood sample (1 + 4) using
250 �g W + 200 �g Rh and 250 �g W + 200 �g Rh + co-injected 2.0% (w v−1)
NH4H2PO4 as chemical modifiers: (�) abs. = 0.35688× + 0.0004, r = 0.99961;
(�) abs. = 0.27058× + 0.0014, r = 0.99812; (�) abs. = 0.26682× + 0.0059,
r = 0.99447; (�) abs. = 0.27028× + 0.0044, r = 0.99929.

Fig. 4. Analytical curves for Pb in aqueous and blood sample (1 + 4) using
250 �g W + 200 �g Rh and 250 �g W + 200 �g Rh + co-injected 2.0% (w v−1)
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H4H2PO4 as chemical modifiers: (�) abs. = 0.01286× + 0.0003, r = 0.99806;
�) abs. = 0.01138× + 0.0010, r = 0.99812; (�) abs. = 0.01327× + 0.0116,
= 0.99976; (�) abs. = 0.01202× + 0.0105, r = 0.99949.

odifier has always led to lower pyrolysis temperature when

ndigested biological materials are directly analyzed [37]. The
igh concentration of concomitants in the solution might be
estrained the interaction between Cd and Pb with the perma-
ent chemical modifier. Thus, the analyte was more susceptible

w
[
d

able 2
ransversal heating graphite atomizer program (end-capped tube with integrated plat

tep Temperature (◦C) Ramp (s)

rying 130 10
yrolysis I 200 5
yrolysis II 400 10
tomization 1900 0
leaning 2100 1

njection temperature: 100 ◦C; pipette speed: 50%.
75 (2008) 246–252 249

o combine with any matrix concomitants, such as chloride ions.
he conventional co-injection of a chemical modifier in solution

orm with the sample seemed to be more successful.
Taking into account the good results obtained for Pb, we

ecided to combine the permanent chemical modifier (W + Rh)
ith the co-injected NH4H2PO4 solution.
The thermal behavior of Pb and Cd was again evaluated in

resence of 2.0% (m v−1) NH4H2PO4 co-injected with ana-
ytical solutions over W–Rh permanent chemical modifier. In
his condition, Cd and Pb pyrolysis temperatures were 400 and
00 ◦C for aqueous reference solution (Fig. 1) and 400 and
00 ◦C for diluted sample (Fig. 2), respectively. The atomization
emperatures were 1800 and 1900 ◦C for aqueous and diluted
lood sample, respectively. For the combined modifiers, the
resence of concomitants practically did not affect the pyrolysis
emperatures. Considering the compromised conditions, pyrol-
sis and atomization temperatures for Cd and Pb were 400 and
900 ◦C, respectively. The atomization temperature was estab-
ished by considering the relationship between peak area and
tandard deviation of three replicates for the elements.

The spectrometer was again calibrated using analytical refer-
nce solutions in aqueous and matrix matched solutions to check
he performance of the combined chemical modifier. The regres-
ion coefficients (r) obtained from aqueous solution and diluted
lood solutions were very close to those obtained without the co-
njected chemical modifier (Figs. 3 and 4). However, the slopes
b) observed for calibration graphs obtained from aqueous and in
resence of diluted blood solutions were much better than those
btained in absence of co-injected modifier. The ratio between
he slopes obtained from aqueous and diluted blood solutions for
d (0.02706/0.02703 = 1.0) and Pb (0.00114/0.00120 = 0.95)

howed reduction of the matrix effects, allowing instrument
alibration with aqueous reference solutions.

Pyrolysis holding time was also optimized and 20 s was suf-
cient to ensure effectiveness of background correction. Peak
hapes and background absorption were also considered when
hoosing the furnace conditions. Typical atomization peak for
d and Pb are shown in Fig. 5. The heating program described

n Table 2 was used for the determination of Cd and Pb in whole
lood samples.

.2. Analytical characteristics of method
Methods for simultaneous determination of Cd and Pb in
hole blood have been successfully proposed using TGHA

23–29] and SIMAAS [30–34]. In many cases, whole blood was
iluted 1 + 9 and directly introduced into the graphite tube for

form) for the simultaneous determination of Cd and Pb in blood

Hold (s) Ar gas flow (mL min−1) Read

5 250
5 250

20 250
3 – Yes
4 250
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Fig. 5. Analytical signals for Cd and Pb in aqueous and blood sample (1 + 4)
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Considering the simultaneous determination of Cd and Pb,
it was possible to have up to 1700 analytical results with the

Table 3
Characteristic masses and detection limits of Cd and Pb in whole blood for
different methods by SIMAAS

Element mo (pg) DL (�g L−1) Reference

Cd 1.26 0.026 This work
Pb 33 0.65 End-capped tube

Cd – 0.24 31
Pb – 1.06 –

Cd 1.6 0.03 33
Pb 35 0.8 THGA tube
sing 250 �g W + 200 �g Rh + co-injected 2.0% (w v ) NH4H2PO4 as chem-
cal modifiers.

nalysis and screening purposes. However, for the assessment of
ackground levels of these elements, high sensible methods are
mperative. The use of EC-THGA graphite tube is one instru-

ental alternative to improve the sensitivity of SIMAAS [26].
t was observed a decrease of 13 and 20% for the Cd and Pb
etection limits for end-capped in comparison to the standard
raphite tubes, respectively.

But, even using this strategy we certified the necessity to
mprove the detectability of method to achieve background lev-
ls. The alternative was reduced the dilution of blood sample.
owever, when aliquots of blood solutions diluted 1 + 4 were
irectly injected in the graphite tube, random absorbance and
igh background signals were observed for Cd and Pb. This can
e due to high concentration of organic concomitants in the final
iluted whole blood. Based on previous work [38], one alterna-
ive to diminish organic concomitants in 1 + 4 blood dilution was
he protein precipitation with TCA. Concentrations of 5, 10, 15
nd 20% (v v−1) TCA were tested. The best TCA concentration
o improve the quantitative precipitation of proteins was 20%
v v−1). After precipitation, solutions were manually agitated
efore centrifugation for 5 min.
The determination of Cd and Pb in the precipitate showed
oncentrations below of the detection limits which attested there
as not occlusion or co-precipitation of these elements.

C
P

75 (2008) 246–252

It was essential to introduce Triton® X-100 prior to the TCA
olution to promote complete lysis of the cells before protein
recipitation. In previous investigation (1 + 9 dilution), negative
rrors were observed when Triton® X-100 and TCA were simul-
aneously introduced [38]. But in this work, probably because
f the low blood dilution it was necessary to wait more time to
romote complete lysis of red cells. Different times (0, 20, 40
nd 60 min) were studied and 60 min showed the better recover-
es for Cd and Pb when reference materials were analyzed. This
tep can be implemented during the spectrometer calibration
voiding analytical frequency damage.

The characteristics masses were calculated from the cali-
ration curves and based on the integrated absorbance. The
etection limits (DL) were calculated considering the variabil-
ty of 20 consecutive measurements of 0.1% (w v−1) Triton®

-100 + 1.0% (v v−1) HNO3 + 6% (w v−1) TCA as the blank
olution (0.0066 ± 0.0028 for Cd and 0.0057 ± 0.0026 for Pb,
= 20), according to 3sblk/b (sblk = standard deviation of the
lank and b = calibration curve slope). Taking into account a
+ 4 dilution factor, detection limits for the sample concentra-

ion would be 0.13 �g L−1 for Cd and 3.25 �g L−1 for Pb. The
haracteristic masses and detection limits obtained in this work
nd in others methods for Cd and Pb determination in whole
lood by SIMAAS are shown in Table 3.

The performance of the EC-THGA was evaluated by com-
aring the slopes of calibration graphs in different lifetime of
he graphite tube (0 up to 1060 heating cycles). The slopes
s) observed for Cd (0.03783 ± 0.003644, R.S.D. = 9.6%) and
b (0.00155 ± 0.00021, R.S.D. = 13.5%) indicated acceptable
erformance, even after 1060 heating cycles. The relative stan-
ard deviations were based on the slopes obtained by using a
ew EC-THGA. Up to 846 heating cycles the relative stan-
ard deviations of slopes were below 10% for both elements.
ore than 846 heating cycles, the EC-THGA graphite tube was
orn down. Consequently, we recommend working with the

ame EC-THGA graphite tube up to, approximately, 850 heat-
ng cycles. As related in previous work [35] and attested in this
ork, the improvement in the graphite lifetime can be cred-

ted to the permanent chemical modifier (250 �g W + 200 �g
d 1.68 0.095 34
b 30.3 0.86 THGA tube
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Table 4
Results for the simultaneous determination of Cd and Pb in reference materials
(n = 3)

CRM Found value ± uncertainty Recommended values

Cd (�g L−1) Pb (�g L−1) Cd (�g L−1) Pb (�g L−1)

I 3.7 ± 0.1 94 ± 1 3.8 (3.0–4.5) 83 (66–100)
II 0.9 ± 0.2 36 ± 2 0.7 33
III 6.6 ± 0.1 442 ± 5 6.2 (5.4–7.2) 401 (353–443)
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Table 6
Blood lead levels (BLL) in adults of São Paulo city

Year of publication Total population Pb (�g L−1) Reference

1981 n = 63 (men) 142 ± 43 [18,39]
n = 37 (women) 93 ± 39

1985 n = 26 130 ± 8 [40]
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, Liphochek Bio-Rad level 1; II, SeronormTM level 1 and III, SeronormTM level
.

ame atomizer, lowering costs associated with the replacement
f graphite parts.

.3. Cadmium and lead determination

The spectrometer was calibrated using aqueous reference
olutions ranging from 0.10 to 0.8 �g L−1 for Cd and from
.5 to 20 �g L−1 for Pb in 0.1% (w v−1) Triton® X-100 + 1.0%
v v−1) HNO3 + 6% (w v−1) TCA using instrumental conditions
nd the heating program listed in Tables 1 and 2, respectively.
he analytical curves are depicted in Figs. 3 and 4.

The trueness of the proposed method was checked by anal-
sis of three certified reference materials (Lyphocheck® Whole
lood Metals Control level 1 and SeronormTM Trace Elements

n Whole Blood levels 1 and 2. Results are presented in Table 4.
he found Cd and Pb concentrations for the reference mate-

ials are in accordance to the acceptable range at 95% of the
onfidence level (Student’s t-test).

Cadmium and Pb concentrations in whole blood of 40 vol-
nteers from environmental exposure are shown in Table 5.
our blood samples were spiked with 0.1 �g L−1 of Cd and
.5 �g L−1 of Pb. Good recoveries were obtained, ranging from
8 to 115% for Cd and 99 to 112% for Pb, corroborating to the
se of co-injected NH4H2PO4 as chemical modifier for mini-
ization of interferences caused by matrix constituents.
Analysis of whole blood of 40 environmental exposure vol-

nteers ranged from 0.13 to 0.71 �g L−1 (0.32 ± 0.19 �g L−1)
or Cd and 9.3 to 56.7 �g L−1 (25.1 ± 10.8 �g L−1) for Pb.

The relative standard deviations between sampling (n = 3)

anged from 2.0 to 21% for Cd and 1.5 to 13% for Pb. The
epeatability (within-run precision) of method was assessed by
nalysis of CRMs (Lyphocheck® Whole Blood Metals Control
evel 1 and SeronormTM Trace Elements in Whole Blood level

b
a
W
e

able 5
nalysis and recoveries test for the simultaneous determination of Cd and Pb in who

ample Cd (�g L−1) Pb (�g L−1)

1.23 ± 0.08 34.4 ± 0.9
0.61 ± 0.11 27.6 ± 1.2
0.72 ± 0.05 39.1 ± 3.9
0.78 ± 0.06 33.3 ± 1.5

ean ± S.D.* (n = 40) 0.32 ± 0.19 25.1 ± 10.8

* S.D., Standard deviation.
997 n = 30 63.0 ± 2.3 [41]
007 n = 40 25.1 ± 10.8 This work

). Six separated samples of each CRM were prepared according
o the proposed method and analyzed in triplicate. The repeata-
ilities ranged from 1.8 to 6.8% for Cd and 1.2 to 1.7% for
b. The reproducibility (between-day precision) of method was
onitored by analysis of CRM (Lyphocheck® Whole Blood
etals Control level 1) over a 6-month period. The relative stan-

ard deviations of the results in this period of time were 10.2%
or Cd and 8.8 for Pb.

In Table 6 are showed the reference values for blood lead level
BLL), in adult population of São Paulo city (Brazil) obtained
n different period of times 1981, 1985, 1997 and 2007. Brazil
oes not have a health public regular program for measuring
he BLL in the general population. Therefore, data reported in
able 6 are individual studies to determine BLL for specific

nterest. But, it is evident the reduction of lead concentration in
hole blood with the time, claiming for high sensible methods

or quantitative determination.
Recently, studies coordinated by New York City Health and

utrition Examination Survey (NYC HANES), from United
tates allowed assessing the environmental exposure of Cd,
g and Pb in blood of New York City adults. The geometric
ean blood of these elements concentrations were 0.77 and

7.0 �g L−1, respectively. The authors comment that Cd concen-
ration is slightly higher than the 1999–2000 national estimated
or adults (0.47 �g L−1) [42].

. Conclusions

The low dilution of blood samples (1 + 4) combined with
rotein precipitation with TCA can be considered as the up-to-
ate strategy for the simultaneous determination of Cd and Pb

y SIMAAS to assess the environmental exposure. Addition-
lly, the combination of permanent chemical modifier (250 �g

+ 200 �g Rh) and co-injected 2.0% (w v−1) of NH4H2PO4
nlarged the graphite tube up to 846 heating cycles without

le blood volunteers

Recoveries (%)

Cd spike (0.10 �g L−1) Pb spike (2.5 �g L−1)

104 108
115 102
107 112
98 99

– –
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bstract

With a view to analyse multiresidues of pesticides in soil samples, a new ultrasonic solvent extraction (USE) was compared to the European Norm
IN 12393 for foodstuff (extraction with acetone, partitioning with ethylacetate/cyclohexane and clean-up with gel permeation chromatography

GPC)), the QuECheRS method and a pressurised liquid extraction (PLE) method. Pesticides were analysed with both GC-MS and HPLC-MS/MS.
he reference materials were the EUROSOIL 7 and its subsoil SO26 as well as a sea sand. All the substances were observed to be linear in the

ange of 4–800 ng g−1 for the European Norm DIN 12393, 7–1400 ng g−1 for the USE method and 20–4000 ng g−1 for the QueCheRS and the PLE
ethods. Limits of detection (LOD) and limits of quantification (LOQ) were with HPLC between 0.006 and 0.23 ng g−1 and between 0.022 and

.77 ng g−1, respectively, with the exception of diuron (LOD up to 11.8 ng g−1; LOQ up to 39.2 ng g−1). With GC they ranged from 3.0 to 87.5 ng g−1

nd from 10 to 292 ng g−1, respectively. All substances could be recovered with USE as well as with the QuECheRS method; the European Norm
IN 12393 could not recover carbendazim and metamitron; the PLE carbendazim, metamitron and monolinuron. For the remaining substances,

ecoveries at a 500 ng g−1 fortification level ranged from 10.9 to 96.3% with the USE. In comparison, the QuECheRS method was the most efficient

xtraction method with recoveries from 27.3 to 120.9%. It was followed by the European Norm DIN 12393 with recoveries between 6.8 and
08.1% and the PLE with recoveries from 12.2 to 153.2%. Recoveries were higher from the EUROSOIL 7 than from the SO 26. The repeatability
xpressed in term of standard deviation was below 20% for all substances and all materials.

2007 Elsevier B.V. All rights reserved.
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. Introduction
The increasing worldwide need for food demands a higher
gricultural productivity, which can only be achieved by an
xtensive use of pesticides. Unfortunately pesticides contami-
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ate the environment through intensive or inappropriate use [1].
lthough organochlorine insecticides like DDT and its metabo-

ites, lindane, aldrin or dieldrin for instance have been banned
ears ago in many countries based on their mutagenic, car-
inogenic and endrocrine disrupting properties, they still can

e found in environmental samples due to their persistence and
ipophilic properties [2–6]. Organophosphorus insectices (like
hlorpyrifos, chlorpyrifos-methyl or chlorfenvinphos) and tri-
zine herbicides (like atrazine, simazine, metribuzine) are the
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ost commonly used pesticides around the world; they and their
etabolites are detected in the environment although several
embers of these classes have been banned for years [4–6].
mong the different groups of pesticides, herbicides are more

ikely to pollute soils. In 1997, Barceló and Hennion [7] pub-
ished valuable data about herbicides use: herbicides have been
xtensively used in the world for over 40 years representing 45%
f the total market value in 1993 with more than 80% of herbicide
se localised in North America, Western Europe and East Asia;
2% of the total herbicides are also used for non-agricultural
urposes. Phenylurea and urea herbicides (e.g. linuron, diuron
r metamitron) are in a sense emerging herbicides in recent
ears, but are already considered in EU list of priority substances
ontaining some endocrine disruptors [8] and monitored in envi-
onmental samples [9]. Therefore, the monitoring of trace levels
f pesticides in environmental samples is imperative because of
heir widespread use in agriculture but the sample preparation

ethods for the monitoring of multiresidues of pesticides in soil
re scarce. The reason is the wide range of physico-chemical
roperties of the pesticides of interest that implies a comprehen-
ive extraction and furthermore an expensive equipment such as
C-MS and HPLC-MS [10].
Ideally, a sample preparation should be rapid, simple, cheap,

nvironmentally friendly and provide clean extracts. Tradition-
lly pesticide analyses in soils were prepared by the time- and
olvent-consuming Soxhlet extraction [11], which is more and
ore replaced by more environmentally friendly procedures

ncluding ultrasonic solvent extraction (USE) [2,4,9,12–17],
ressurised liquid extraction (PLE) [3,18–22], shake-flask
xtraction [23–25], microwave assisted extraction (MAE)
26–28] or supercritical fluid extraction (SFE) [28] followed
n some cases by a clean-up step with solid-phase extraction
SPE) [8,21,23,24,27] or solid-phase microextraction (SPME)
13,14,26].

Liquid–solid extractions (LSE) have the disadvantage of
eing time-, solvent-consuming and tedious. The new strategies
re more environmentally friendly with advantages like rapid-
ty, automation, selectivity and low consumption of solvents but
ack sensitivity and selectivity [10]. Among them the ultrasonic
xtraction of contaminants from solid samples is becoming more
nd more favoured. USE and MAE are reported to improve
he extraction efficiency but due to their limited selectivity and
imultaneous co-extraction of soil and sediment components
ogether with the target analytes, they often require a further
lean-up step [4,23]. Usually, USE is operated with ultrasonic
aths [2,4,9,13,15–17]. In the last years, a norm using a horn-
ype device equipped with a titanium tip was published for the
xtraction of nonvolatile and semivolatile organic compounds
rom solids such as soils, sludges, and wastes [29]. Recently,
more efficient system using a cylindrical ultrasonic probe for

he sonication of soil samples was developed, described and
pplied to the dispersion of soil [12,14]. PLE and SFE are
ample-volume restricted; in addition the recoveries of polar

nd/or thermolabile pesticides can be critical [4].

In addition to the techniques devoted to pesticide analysis
n soil, some other procedures can be adopted from the analy-
is of pesticide multiresidues in foodstuff. To that purpose two

[
o
s
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ain methods have been employed in the past and recent years:
he European Norm DIN 12393 method [30,31] is applied in

any laboratories as reference methods for the analysis of apo-
ar and middle polar pesticides in non-fatty food samples and
he QuECheRS multimethod has been developed recently and
mplemented in numerous laboratories for the analysis of apo-
ar, middle polar and polar pesticides in non-fatty food samples
32–34]. Although until now these reference methods for food-
tuff are rarely used for the extraction of soil samples, it is
nteresting to state whether these methods could be applied to
oil analysis.

The goal of this study was the application of a new ultrasonic
ystem, based on an ultrasonic cylindrical probe, for the extrac-
ion of pesticides from soil samples and to compare its efficiency
o different extraction methods such as a PLE or methods con-
entionally applied to food analysis, i.e. the Norm method DIN
2393 and the QuECheRS method, a recent but well-known and
uick method, for the determination of apolar, middle polar and
olar pesticides with gas chromatography (GC) coupled to single
uadrupole mass selective detector (MS) and high-performance
iquid chromatography (HPLC) combined to ion trap (IT) mass
pectrometry.

. Material and methods

.1. Reagents and chemicals

Pesticide standards were purchased either from Dr. Ehren-
torfer or from Sigma–Aldrich with the highest available purity.

Magnesium sulfate anhydrous, sodium chloride and sodium
itrate dihydrate were purchased from J.T.Baker, di-sodium
ydrogen citrate sesquihydrate was provided from Fluka and
ondesil-PSA (Primary Secondary Amine) 40 �m was from
arian.

Ultra-residue reagent acetone, ultra-residue reagent ethy-
acetate, ultra-residue reagent acetonitrile, HPLC-MS grade

ethanol, ultra HPLC-MS grade water and HPLC-MS grade
ormic acid were purchased from J.T.Baker.

Individual stock solutions were prepared dissolving 10 mg
f standard in 10 ml acetonitrile and further diluted with
cetonitrile to 10 �g ml−1. Multicompound stock standard solu-
ions were prepared dissolving 10 mg of each standard in
000 ml acetonitrile reaching 10 �g ml−1 and further diluted
ith acetonitrile to achieve concentrations of 5, 2, 0.5, 0.2

nd 0.05 �g ml−1. The solution used to spike the samples was
repared dissolving 10 mg of each standard in 100 ml acetone
eaching 100 �g ml−1 and further diluting 10 ml of this mul-
icompound solution in 2000 ml petroleum ether to reach a
.5 �g ml−1 concentration. The single and multicompound stan-
ards were stored at 4 ◦C in the dark.

.2. Pesticide selection
24 pesticides reported as soil pollutants in the literature
2–7,9] were selected. Preliminary experiments were carried
ut to find the best chromatographic technique for the few sub-
tances that can be analysed with GC and LC like atrazine and its
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Table 1
Physico-chemical properties (MW: molecular weight, solubility in water, KOW: octanol/water coefficient, KOC: organic carbon sorption constant) of the selected
pesticides

Substance Pesticide class MW (g mol−1) Water solubility (mg l−1) log KOW KOC (cm3 g−1)

Atrazine Triazine herbicide 215.10 35 2.7 100
Carbendazim Carbamate fungicide 191.07 8 1.48 400
Chlorfenvinphos Organophosphorus insecticide 357.97 145 3.8 680
Chloroxuron Phenylurea herbicide 290.08 3.7 3.4 2,820
Chlorpyrifos Organophosphorus insecticide 348.93 1.4 4.7 6,925
Chlorpyrifos-methyl Organophosphorus insecticide 320.89 2.6 4.24 4,645
Deltamethrin Pyrethroid insecticide 502.97 0.0002 4.60 460,000
Desethylatrazine Metabolite of atrazine 187.63 n.a. n.a. n.a.
Desisopropylatrazine Metabolite of atrazine 176.61 n.a. n.a. n.a.
Dieldrin Organochlorine insecticide 377.87 0.14 3.7 12,000
Diuron Phenylurea herbicide 232.02 35.6 2.87 1067
Flufenoxuron Phenylurea herbicide 488.04 0.0043 4.01 3,200
Isoproturon Phenylurea herbicide 206.14 70.2 2.5 139
Lindane Organochlorine insecticide 287.86 8.52 3.69 1,100
Linuron Phenylurea herbicide 248.01 63.8 3.0 620
Metamitron Triazinone herbicide 202.09 1700 0.83 242
Methabenzthiazuron Urea herbicide 221.06 60 2.64 527
Metobromuron Phenylurea herbicide 258.0 330 2.41 197
Metoxuron Phenylurea herbicide 228.07 678 1.6 120
Monolinuron Phenylurea herbicide 214.05 735 2.2 200
Pencycuron Phenylurea herbicide 328.13 0.3 4.68 6,207
Simazine Triazine herbicide 201.08 5 2.3 130
T
V

n

d
o
t
c
a
o
p

2

m
E
C
c
r
c

t
r

T
P

P

p
O
S
S
C
C

A
fi
s
S
t
f
4
L
i
t

2

s
l

rifluralin Dinitroaniline herbicide 335.11
inclozoline Dicarboximide fungicide 285.0

.a.: not available.

erivates, simazine or flufenoxuron for instances. On the ground
f their peak shape/response and LOD/LOQ, this resulted in
he analyses of 12 GC-amenable and 12 LC-amenable herbi-
ides (dinitroaniline, phenylurea, urea, triazine and triazinone)
nd other fungicides/insecticides (carbamate, dicarboximide,
rganochlorine, organophosphorus and pyrethroid). Table 1
resents some of their physico-chemical properties [35].

.3. Soil selection and preparation

The soils used in this study were the European reference
aterial EUROSOIL 7 and its subsoil SOIL SO26 from the
uropean Commission Environment Institute, Joint Research
enter, ISPRA as well as a sea sand, purified by acid and cal-
inated, from Merck. The soils have been selected since they
epresent 24% of the arable land in Austria. The main physico-

hemical properties of the 2 soils are given in Table 2 [36].

600 g of each solid material was contaminated with 600 ml of
he 0.5 �g ml−1 multicompound standard solution, air-dried at
oom temperature for 7 days to obtain “aged soil” samples [10].

able 2
hysico-chemical properties of the soils

arameter EUROSOIL 7 SO26 Sea sand

H (CaCl2) 4.4 4.6 5.5
rganic matter 11.52 1.81 0
and (w/w%) 46.0 64.3 100
lit (w/w%) 35.2 31.1 0
lay (w/w%) 18.8 4.6 0
aCO3 0.15 0.13 0
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0.221 5.27 8,765
3.4 3.01 100

fter the bulk of the solvent was evaporated, the materials were
nally dried overnight at 30 ◦C. Sensitivity, recovery and preci-
ion of the methods were tested as assigned for foodstuff by the
ANCO European Guideline [37] at a 500 ng g−1 soil fortifica-

ion level for 7 replicates. The linearity of the methods was tested
or 5 standards in acetonitrile in the range 0.010–2 �g ml−1 (i.e.
–800 to 20–2000 ng g−1 depending on the extraction method).
OD and LOQ were assessed for the target ion (GC) and most

mportant fragmentation ion (HPLC) as the lowest concentration
hat yielded to a signal to noise ratio of 3 and 10, respectively.

.4. Soil sample extraction

Four extraction methods were assessed and compared in this
tudy: (i) a new ultrasonic extraction method; (ii) a pressurised
iquid extraction; (iii) the European Norm DIN 12393 [30] as

ultiresidue method for the gas chromatographic determination
f pesticide residues in non-fatty foodstuff; (iv) the QuECheRS
ethod [32] for the analysis of pesticide multiresidue in non-

atty foodstuff. The solvent composition and ratio used for PLE
nd USE were the same as in the QuECheRS method in order
o compare the results.

.4.1. Ultrasonic solvent extraction (USE)
USE experiments were carried out with 20 g of sample

xtracted with 60 ml of a water/acetonitrile (1:2, v/v) solution

n a 200 ml glass beaker. The device design and set-up used in
his study is given in details elsewhere [12,14]. The samples
ere homogenised with a small magnetic stirring bar during

he ultrasonic extraction with a Sonoplus HD 2200 from Ban-
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elin equipped with a cylindrical probe US 70 T with a diameter
f 12.7 mm. The sonication took place for 2 min at 20 kHz; the
ibration amplitude was 35 �m; the energy value was 7.8 J ml−1

nd the insertion depth 10 mm. A second set-up with a vibra-
ion amplitude of 60 �m and an energy value of 13.6 J ml−1

as investigated to test the influence of these parameters on
he extraction of the pesticides. The extract was filtered through
.45 �m and 1.8 ml aliquot was evaporated under a gentle stream
f nitrogen and collected in 400 �l acetonitrile/acetone (1:1, v/v)
or the soil samples and 700 �l acetonitrile/acetone (1:1, v/v) for
he sea sand samples, respectively. Triphenylphosphate (TPP)
as used as internal standard and spiked before the extraction

o reach a concentration of 0.5 �g ml−1 in the final extract.
The first main difference between the system used in this

tudy [12,14] and the system recommended by the US EPA
ethod 3550C [29], is the definition of the input energy that

s to be at least 300 W in the US EPA method 3550C. The appli-
ation as defined inhere (insertion depth, vibration amplitude
nd energy value) reflects the real input energy received by
he samples since the vibration amplitude, i.e. the energy has
een calibrated, and is measured and controlled through stain
auges of a feedback system of the ultrasound amplifier [12,14].
his owns the particularity of delivering a constant vibration
mplitude (lower than 0.01%).

The second difference is the recommended use of a pulse
ode in the US EPA method 3550C for low concentrations to

e extracted. This is not necessary with our cylindrical probe
ince its geometry guaranties a strong circular laminar flow that
s enhanced through the use of a magnetic stirring device.

The extraction took place only once, and not three times
s recommended by the US EPA method 3550C, due to the
elatively high fortification concentration of 500 ng g−1.

.4.2. Pressurised liquid extraction (PLE)
For the PLE experiments, 5 g of sample was mixed with

g silica gel and introduced in a 10 ml steel column. The
ccelerated solvent extractor was an ASE 100 from Dionex.
n preliminary experiments the best set-up for the extraction
ith water/acetonitrile (1:2, v/v) was found to be 110 bar and
40 ◦C during 20 min with 3 PLE cycles. The collected extract
ca. 40 ml) was evaporated as far as it could, i.e. almost to dryness
ith rotary evaporator at 40 ◦C, further dissolved in 10 ml ace-

onitrile/acetone (1:1, v/v), filtrated through 0.45 �m and 1.5 ml
ere filled in 2 autosampler vials for GC-MS and HPLC-MS

nalysis. TPP was used as internal standard and spiked before
xtraction to reach a concentration of 0.5 �g ml−1 in the final
xtract.

.4.3. European Norm DIN 12393
Although traditionally applied to foodstuff, this method [30]

as used here for the extraction of soil samples. This conven-
ional method consists of an extraction step of 25 g of the sample
ith 50 ml water and 100 ml acetone (1:2, v/v) followed by par-
itioning with ca. 100 ml ethylacetate/cyclohexane (1:1, v/v).
fter evaporation to dryness with rotary evaporator at 40 ◦C,

he samples were collected in 10 ml ethylacetate/cyclohexane
1:1, v/v), filtered through 0.45 �m and 1.5 ml of the extract

3
9
9
A
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ere cleaned-up by gel permeation chromatography (GPC).
he extracts were consequently evaporated almost to dryness
ith rotary evaporator at 40 ◦C and diluted to 1.5 ml ace-

onitrile/acetone (1:1, v/v) prior to analysis with GC-MS and
PLC-MS. Aldrin, which is forbidden to use since over 20 years,
as used as internal standard spiked at the partitioning step.

.4.4. QuECheRS method
The QuECheRS method described by Anastassiades [32] is

ased on the extraction of 10 g of sample with 20 ml acetonitrile
ollowed by a salting-out step with 4 g MgSO4, 1 g NaCl, 1 g
odium citrate dihydrate and 0.5 g di-sodium hydrogen citrate
esquihydrate. The clean-up step of the samples was carried out
ith 150 mg Bondesil-PSA and 950 mg MgSO4 before filtration
f the sample through 0.45 �m filter and transfer of 1.5 ml of
he extract into 2 autosampler vials for GC-MS and HPLC-MS
nalysis. TPP was used as internal standard and spiked before
xtraction to reach a concentration of 0.5 �g ml−1 in the final
xtract.

.5. Apparatus and analytical conditions

.5.1. GC-MS
The GC-MS analyses were performed on a Hewlett-Packard

Agilent Technologies, Waldbronn, Germany) GC-MS Model
890N Series gas chromatography coupled to a 5973N mass
elective detector. A HP 5 MS (30 m × 0.25 mm i.d.) (Agilent
echnologies, Waldbronn, Germany) fused silica capillary col-
mn with a 0.25 �m film thickness was used with helium as
arrier gas at a constant pressure daily adjusted (chlorpyriphos-
ethyl RT relocked to 16.596 min). One microliter of the sample
as injected in the splitless mode at 280 ◦C with a splitless time
efore opening the injector valve of 2 min. The GC oven was
perated with the following temperature program: initial tem-
erature 70 ◦C held for 2 min, ramped at 25 ◦C/min to 150 ◦C
ot held, followed by a ramp of 3 ◦C/min to 200 ◦C not held,
ollowed by another ramp of 8 ◦C/min to 280 ◦C held for 10 min
nd finally ramped to 320 ◦C at 15 ◦C/min held for 2.47 min.
he total run time was 47 min, the interface was kept at 320 ◦C,

he ion source at 250 ◦C, the quadrupole at 150 ◦C and the mass
pectra were obtained at an electron energy of 70 eV. The analy-
es were operated in simultaneous full scan/SIM mode method
resented elsewhere [19,23]. The target ions and qualifiers used
or quantification are presented in Table 3. The Agilent Chem-
tation Software G1701DA version D.02.00.237 was used for
ata analysis.

.5.2. HPLC-MS/MS
The high-performance liquid chromatography system was an

gilent Technologies HP-1100 Series (Agilent Technologies,
aldbronn). Chromatographic separation was achieved using
Zorbax SB-C18 analytical column 2.1 × 150 mm, 3.5 �m

article size from Agilent Technologies at a flow rate of

00 �l min−1. The mobile phases consisted of A: H2O–MeOH,
0%–9.95% (v/v) with 0.05% HCOOH and B: H2O–MeOH,
.95%–90% (v/v) with 0.05% HCOOH. The gradient was 100%
at 0 min, 100% A at 1 min, 0% A at 10 min, 0% A at 17 min,
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Table 3
Target ions and qualifier ions for the GC-MS

Substance R.T. (min) Target ion (m/z) Qualifier ion (m/z) Qualifier ion (m/z) Qualifier ion (m/z)

Atrazine 13.5 200 215 173 202
Chlorfenvinphos 21.6 267 269 323 325
Chlorpyrifos 19.2 314 197 97 258
Chlorpyrifos-methyl 16.6 286 288 323 290
Deltamethrin 36.2 181 253 251 255
Desethylatrazine 11.7 172 187 174 145
Desisopropylatrazine 11.5 158 173 145 175
Dieldrin 23.8 279 277 237 345
Lindane 13.6 219 254 181
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imazine 13.3 186
rifluraline 11.5 306
inclozoline 16.8 285

00% A at 20 min. The post time was 2 min with 100% A and
he stop time 22 min. The HPLC was controlled with the Agilent
echnologies Chemstation for LC 3D System Software.

The HPLC system was interfaced to an Agilent Technologies
ass spectrometer LC/MSD trap XCT Plus (Agilent Technolo-

ies, Waldbronn) equipped with an electrospray ionisation (ESI)
nterface operated in positive mode and controlled with the Agi-
ent Technologies LC/MSD trap software 5.3. The nebulizer
az (nitrogen) pressure was 40 psi, the drying gas flow rate was
ml/min and the drying gas temperature was 325 ◦C. The cap-

llary voltage was −4500 V, the endplate offset was fixed at
500 V. The ion trap was operated in the ion charge control

ICC) mode with a target ion count of 150 000 and a maximum
ccumulation time of 50 ms. The quantification was done in the
elected reaction monitoring (SRM) mode with a fragmenta-
ion voltage of the [M + H]+ ion set at 0.6 V. The precursor and
ragmentation ions selected for quantification are presented in
able 4.

. Results and discussion

.1. Optimization of the method
Figs. 1–3 present the recoveries achieved for the 3 soil mate-
ials with the 4 extraction methods. In preliminary tests with
SE, the influence of the energy value was tested at 2 levels

7.8 and 13.6 J ml−1) and concluded to be insignificant since the

3

a
M

able 4
arget ions and qualifier ions for the HPLC-MS/MS

ubstance R.T. (min) Precursor ion (m/z)

arbendazim 6.2 191.9
hloroxuron 11.5 291.1
iuron 10.7 232.9
lufenoxuron 13.2 489.1
soproturon 10.6 207.1
inuron 11.1 248.9
etamitron 8.3 202.9
ethabenzthiazuron 10.6 221.9
etobromuron 10.5 258.9
etoxuron 9.1 228.9
onolinuron 10.2 214.9

encycuron 12.3 329.1
01 173 158
64 290 307
98 189 241

xperiments produced comparable results (not shown). USE was
urther carried out with the parameters given in Section 2.4.1.

For all the methods and samples, the recovery of the inter-
al standard was between 90 and 100%. First of all, it can
e noticed that only the QuECheRS and the USE methods
llowed the recovery of all the substances. Carbendazim and
etamitron were recovered neither with the European Norm
IN 12393 nor with PLE as well as additionally monolin-
ron were unable to be extracted with PLE. When considering
heir soil sorption coefficient (KOC), carbendazim, metamitron
nd monolinuron were not expected to present any problem as
o their extraction from the materials since they present KOC
etween 200 and 400 cm3 g−1. Nevertheless, they own the low-
st octanol–water partition coefficient (KOW) of all the selected
ubstances between 0.8 and 2.2 implying a possibly high repar-
ition in the water phase and as a consequence low concentration
n the analysed organic phase. Overall the substances often
eported for their strong binding to soil [10] like lindane, tri-
uralin, dieldrin or deltamethrin for instances (i.e. those with

he highest KOC) were always recovered.

.2. Validation of the method
.2.1. Linearity of the calibration curve, LOD and LOQ
The linearity, plotted as MS response area vs. concentration,

s well as the achieved LOD and LOQ with GC-MS and HPLC-
S, estimated for the target ion and the parent ion, respectively,

Fragmentation ion (m/z) Fragmentation ion (m/z)

159.9
163.9
232.9 72.3
158.1 141.1
207.1 72.1
182.0 160.0
202.9
164.9
147.9
228.9
214.8
329.1
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Fig. 1. Recovery (%) of the pesticides at 500 ng g−1 from EUROSOIL 7 (n = 7) with error bars representing the standard deviation.

Fig. 2. Recovery (%) of the pesticides at 500 ng g−1 from SO 26 (n = 7) with error bars representing the standard deviation.

Fig. 3. Recovery (%) of the pesticides at 500 ng g−1 from sea sand (n = 7) with error bars representing the standard deviation.
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Table 5
Linearity, LOD and LOQ of the selected pesticides with GC-MS and HPLC-MS/MS

Substances Linearity QuECheRS DIN 12393 PLE USE

R2 LOD
(ng g−1)

LOQ
(ng g−1)

LOD
(ng g−1)

LOQ
(ng g−1)

LOD
(ng g−1)

LOQ
(ng g−1)

LOD
(ng g−1)

LOQ
(ng g−1)

Atrazine 0.9952 13 43 5 17 4 12 7 23
Desethylatrazine 0.9996 13 43 5 17 4 12 7 23
Desisopropylatrazine 0.9959 11 38 5 15 3 10 6 20
Carbendazim 0.9995 0.02 0.08 0.01 0.03 0.006 0.02 0.01 0.04
Chlorfenvinphos 0.9970 22 73 8.7 29 6 19 12 39
Chloroxuron 0.9996 0.10 0.33 0.04 0.13 0.03 0.09 0.05 0.17
Chlorpyrifos 0.9937 24 79 10 32 6 21 13 42
Chlorpyrifos-methyl 0.9946 37 125 15 50 10 33 20 67
Deltamethrin 0.9962 14 47 6 20 3.8 13 8 25
Dieldrin 0.9990 88 292 35 117 23 78 47 156
Diuron 0.9956 12 39 5 16 3 11 6 21
Flufenoxuron 0.9969 0.23 0.77 0.09 0.30 0.06 0.21 0.12 0.41
Isoproturon 0.9990 0.17 0.56 0.07 0.20 0.04 0.15 0.09 0.30
Lindane 0.9962 13 42 5 17 3 11 7 22
Linuron 0.9992 0.09 0.30 0.04 0.12 0.02 0.08 0.05 0.16
Metamitron 0.9992 0.05 0.16 0.02 0.07 0.01 0.04 0.03 0.09
Methabenzthiazuron 0.9986 0.17 0.58 0.07 0.23 0.05 0.16 0.09 0.31
Metobromuron 0.9994 0.12 0.42 0.05 0.17 0.03 0.11 0.07 0.22
Metoxuron 0.9999 0.08 0.26 0.03 0.10 0.02 0.07 0.04 0.14
Monolinuron 0.9988 0.10 0.35 0.04 0.14 0.03 0.09 0.06 0.19
Pencycuron 0.9952 0.09 0.30 0.04 0.12 0.02 0.08 0.05 0.16
Simazine 0.9928 14 48 6 19 4 13 8 25
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rifluraline 0.9965 20 65 8
inclozoline 0.9949 20 68 8

s the lowest concentration injected that yielded to a S/N ratio
f 3 (LOD) and 10 (LOQ), for the selected substances, are
resented in Table 5.

All the substances presented a linear behaviour with GC-
S and LC-MS/MS analysis in the standard concentration

ange of 0.010–2 �g ml−1 corresponding to a soil concentra-
ion range of 4–800 ng g−1 for the European Norm DIN 12393,
–1400 ng g−1 for the USE method and 20–4000 ng g−1 for
he QueCheRS and the PLE methods. The lowest LOD/LOQ
ere achieved with the European Norm DIN 12393 and the
ighest with the QueCheRS and the PLE methods. With the
resent methods the LC-amenable substances presented LOD
nd LOQ in the low ng g−1 range between 0.006 ng g−1 (car-
endazim) and 0.23 ng g−1 (flufenoxuron) and from 0.022 to
.77 ng g−1, respectively, except for diuron with LOD from 3.1
o 11.8 ng g−1 and LOQ from 10.5 to 39.2 ng g−1. Unlikely,
C-amenable analytes and in particular chlorpyrifos-methyl

nd dieldrin presented higher LOD and LOQ in the range
.0 ng g−1 (desisopropylatrazine) to 87.5 ng g−1 (dieldrin) and
0 to 292 ng g−1, respectively. Similar LOD and LOQ were
eported in the literature [2,4,9,10,13,15–17]. Figs. 4 and 5 also
hows a GC-MS chromatogram of a 0.060 �g ml−1 standard
nd a LC-MS/MS chromatogram of a 0.010 �g ml−1 standard,
espectively.
.2.2. Recovery and precision
When considering only the substances that were recovered

rom the materials, the lowest recoveries were obtained with
he USE (between 10.9 and 96.3% with a median recovery of

(
i
a
w

26 5 17 10 35
27 5 18 11 36

7.0% for the 3 materials). On the contrary the highest recoveries
ere obtained with the QuECheRS method (between 27.3 and
20.9% with a median recovery of 72.7% for the 3 materials).
he remaining method produced similar results: European Norm
IN 12393 (between 6.8 and 108.1% with a median recovery
f 65.7% for 3 materials) and PLE (between 12.2 and 153.2%
ith a median recovery of 63.5% for 3 materials). The QuECh-

RS method was the method with the highest rate of substances
around 50%) in the 3 matrices satisfying the 70–110% recovery
ange.

The repeatability was similar and acceptable below 20%
or all the methods: USE (S.D. between 1.5 and 19.3% with
median repeatability of 8.5%); PLE (S.D. between 1.8 and

0.2% with a median repeatability of 6.4%); QuECheRS method
S.D. between 1.5 and 18.3% with a median repeatability of
.4%) and European Norm DIN 12393 (S.D. between 1.9 and
7.8% with a median repeatability of 7.7%). Nevertheless, it was
lightly higher for the USE and the PLE.

It is known that organochlorine pesticides have a high affin-
ty to organic humic substances of soil matrices (high KOW)
ith which they develop chemical bonds [10,38,39]. Since the
ond energy between two atoms is higher than the Van der
als energy, which is related to surface processes, or than ion

xchange energy, the energy produced by the ultrasonic disper-
ion (40 W) is too weak to break down the created C C bonds

348 kJ mol−1) between organo-mineral complexes [14]. This
s valid for chlorpyriphos, chlorpyriphos-methyl, deltamethrin
nd dieldrin. As far as lindane is concerned, it owns the highest
ater solubility and the lowest soil sorption coefficient, which
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ig. 4. SIM mode GC-MS chromatogram of a 0.060 �g ml−1 standard correspo
nd 120 ng g−1 with the QuECheRS and PLE methods.

an explain the better recovery than with the other organochlo-
ine pesticides [40]. The secondary and tertiary amine pesticides
phenylureas, triazines and their metabolites) tend to adsorb on
he soils’ inter-crystalline layers of clay minerals [41] that cannot
e reached with ultrasonic vibration and makes this extraction
ess efficient with these substances [14].

Higher recoveries were achieved with the EUROSOIL 7 than
ith the SO 26 and in any case than with the sea sand what-

ver the extraction method. Since the adsorption of pesticides
ncreases with the organic matter content [9,38,39], pesticides
hould adsorb better to the EUROSOIL 7 than to its subsoil
O 26 and consequently be possibly harder to desorb from the
aterials. The recoveries obtained with the sea sand were in

ontradiction with the expected results since the material was

ot expected to retain the substances. An explanation could be
hat the samples were dried overnight at 30 ◦C and analytes can
uild bonds to soil aggregates and solid matter that do not take
lace with sea sand.

l
w
l
m

ig. 5. LC-MS/MS chromatogram of a 0.010 �g ml−1 standard corresponding to 0.4
ith the QuECheRS and PLE methods.
to 25 ng g−1 sample with the European Norm DIN 12393, 40 ng g−1 with USE

Especially for chlorpyrifos and chlorpyrifos-methyl far bet-
er recoveries were obtained for the EUROSOIL 7 than for the
O 26 with all extraction methods. Since recoveries as high
s 150% (chlorfenvinphos, deltamethrin, lindane and simazine)
ere obtained with PLE, a clean-up step is strongly rec-
mmended. An explanation for these recoveries higher than
00% could be the interference of the matrix also known
s “matrix induced chromatographic response enhancement”
ffect as detailed by Molins et al. [42] and Mol et al. [43].
rifluralin, chlorpyriphos and chlorpyriphos-methyl presented
xtreme low recoveries from sea sand with the European Norm
IN 12393 although this method has been demonstrated to
e effective for these analytes but for other matrices. The
dsorption of ionisable substances like atrazine and its metabo-

ites is reported to increase with decreasing pH [10,38,39],
hich explains the rather low recoveries of atrazine, desethy-

atrazine and desisopropylatrazine with less acidic extraction
ethods.

ng g−1 with the European Norm DIN 12393, 0.7 ng g−1 with USE and 2 ng g−1
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The European Norm DIN 12393 has been developed for the
nalysis of GC-amenable substances and is known to be low
fficient in the recovery of polar pesticides like phenylureas or
arbamates. Lambropoulou et al. [13] noticed that water, ace-
one, acetonitrile and methanol showed similar results for the
xtraction of vinclozoline but that acetone was significantly
ore efficient in the case of dicloran. Tor et al. [2] recog-

ized acetone, a more polar solvent, as best solvent for the
reak-up and disintegration of aggregates leading to a better
ontact between particles and solvent and an improvement of
he extraction especially in the case of organochlorine pesti-
ides. By studying the USE of tetramethrin and chlorpropham,
abić et al. [16] noticed that acetonitrile was the only sol-
ent out of 7 that was not able to recover these substances,
hereas Gonçalves and Alpendurada [4] recommend acetoni-

rile for the extraction of organochlorine pesticides from soil
amples. Nevertheless most of the studies approve the use of
ater:solvent mixture since better recoveries are reported [22].
he use of acetone might favor the extraction of analytes from
oil matrices but together with that of co-eluents inherent to
he materials. This results in less clean extracts leading to the
rawbacks of higher LOD and LOQ and the need for a clean-
p step, which is always critical in the case of multiresidue
ethods.

. Conclusions

The lowest LOD for the analysis of the selected pesticides
rom soil samples were achieved with the European Norm DIN
2393 and the highest with the QueCheRS and the PLE methods.
he LODs achieved with LC-MS/MS were much lower than

hose achieved with GC-MS, namely in the low ng g−1 range
etween 0.006 ng g−1 (carbendazim) and 0.23 ng g−1 (flufenox-
ron) for the LC-MS/MS against values in the range 3.0 ng g−1

desisopropylatrazine) to 87.5 ng g−1 (dieldrin) for the GC-
S. The investigation of a new ultrasonic extraction method

or analysis of 24 herbicides and insecticides showed that this
ew USE was successful to recover all the selected substances
ith a good repeatability (S.D. between 1.5 and 19.3% with a
edian repeatability of 8.5%) in comparison with the European
orm DIN 12393 that could recover neither carbendazim nor
etamitron and the PLE that could not recover carbendazim,
etamitron and monolinuron at a 500 ng g−1 fortification level.
evertheless, the QuECheRS method presented the highest

ecoveries (median recovery of 72.7%) followed by the Euro-
ean Norm DIN 12393 (median recovery of 65.7%) and the PLE
median recovery of 63.5%) whereas the USE showed the lowest
ecovery (median recovery of 57.0%) of the four selected meth-
ds at a 500 ng g−1 fortification level. Especially the pesticides
ith a water solubility lower than 5 mg l−1 could not be extracted
roperly. The QuECheRS method was the most adapted method
ith around 50% of the substances with recoveries in the recom-
ended range of 70–110%. Some substances presented recov-
ries as high as 150% with PLE implying the need for a cleaning
tep. The ultrasonic energy seems to be too low to extract the sub-
tances that either create bonds with humic substances or adsorb
n the inter-crystalline layers of clay minerals. The European

[

[
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orm DIN 12393 and the PLE were proven to be not adapted for
he extraction of polar pesticides. The EUROSOIL 7 presented
he highest recoveries and the sea sand the lowest. For some sub-
tances (chlorpyrifos and chlorpyrifos-methyl for instances) the
ecoveries with the EUROSOIL 7 were much higher than with
he SO 26. Atrazine, desethylatrazine and desisopropylatrazine
resented low recoveries with almost all the methods.

This new USE method is accurate as monitoring method for
he extraction of the selected pesticides from soil but cannot
e implemented as currently applied as quantification method
ue to its low recovery for chorpyrifos, chlorpyrifos-methyl,
eltamethrin, desethylatrazine, desisopropylatrazine, dieldrin,
ufenoxuron, pencycuron and trifluraline. The QuECheRS
ethod seems so far to be the most adapted method for

hese analyses. Nevertheless, another solvent like acetone for
nstances should be investigated with USE to increase the
ecoveries.
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bstract

In this work, chloride, chlorate and perchlorate are fast separated on PDMS microchip and detected via in-channel indirect amperometric
etection mode. With PDMS/PDMS microchip treated by oxygen plasma, anions chloride (Cl−), chlorate (ClO3

−), and perchlorate (ClO4
−) are

eparated within 35 s. Some parameters including buffer salt concentration, buffer pH, separation voltage and detection potential are investigated
n detail. The separation conditions using 15 mM (pH 6.12) of 2-(N-morpholino)ethanesulfonic acid (MES) + l-histidine (l-His) as running buffer,
2000 V as separation voltage and 0.7 V as detection potential are optimized. Under this condition, the detection limits of Cl−, ClO3
−, and ClO4

−

re 1.9, 3.6, and 2.8 �M, respectively.
2007 Elsevier B.V. All rights reserved.

eywords: Indirect amperometric detection; Chlorine-containing anions; Poly(dimethylsiloxane); Oxygen plasma treatment; Microchip capillary electrophoresis;
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. Introduction

Chlorine has extensive application in many fields. For exam-
le, it can be used for sterilization and disinfection of waters and
astes, and applied as a bleaching agent in the textile and paper

ndustry. However, in these processes various anions such as
hloride, chlorate and perchlorate are formed. These anions are
onsidered to be dangerous to public health even at low levels.
or instance, perchlorate is known to affect the production of

hyroid hormones, which are considered critical to brain devel-
pment. Chlorate is considered in the World Health Organization
uidelines for drinking water quality, its provisional guideline
alue is 0.7 mg/L [1]. In addition, perchlorate has been added
o the U.S. Environmental Protection Agency’s Drinking Water
ontaminant Candidate List (CCL) [2–4]. And chlorate is also
listed for regulation” by the U.S. EPA [5].
Ion chromatography is a common method for the detec-
ion of chloride, chlorate, and perchlorate. Biesaga et al. [6]
ave investigated the separation of some anions including the

∗ Corresponding author. Tel.: +86 25 83597294; fax: +86 25 83594862.
E-mail address: xujj@nju.edu.cn (J.-J. Xu).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.054
hree ions with indirect UV detection using 1 mM phthalate
f pH 4.0 as eluents solutions. Stahl [6,7] and Poovey et al.
8] have respectively reported a single-column ion chromato-
raphic determination of several chlorine-containing species in
ifferent eluents with conductivity detection. A microwave sam-
le preconcentration technique is introduced to this method by
iu et al. [9] for the simultaneous determination of perchlorate,
hlorate and chlorite in drinking water. Perchlorate can also be
etected by electrospray ionization mass spectrometry [10,11].
owever, the instruments are very expensive and their operation

re discommodious. For many years, capillary electrophoresis
as been developed as an alternative method with a lot of advan-
ages, such as limited consumption of sample, short analysis
ime, high-separation efficiency. And it has been applied to the
etermination of chlorine-containing anions [6,14–17].

In the CE determination of chlorine-containing anions, indi-
ect ultraviolet–vis absorption spectrometry is the most popular
etection mode, but it suffers from the lack of sensitivity when
iniaturized for the use in micro-CE [12,13]. Jones and Jandik
6,14,15] have shown the possibility of CE separation of 36
ifferent anions using chromate electrolyte with indirect UV
etection, including several chlorine-containing anions. Wu et
l. [16] and Pirogov [17] both applied this method to determine
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hlorine-containing anions and several other anions, and they
espectively used 0.4 mM cetyltrimethylammonium bromide
CTAB) and 0.05% 2,4-ionenes as capillary modifiers. In addi-
ion, electrochemical detection is an alternative method because
f its excellent sensitivity compared with optical detection when
iniaturized in CE [18–20]. It includes three electrochem-

cal detection techniques, i.e., amperometric, potentiometric,
nd conductometric detection techniques. However, these tech-
iques generally suffer from interferences due to the presence
f the CE separation voltage which drives fluids to flow.

In our previous work, we established a new in-channel indi-
ect amperometric detection mode for microchip CE, in which
he negative effect of separation electric field has been trans-
ormed into a new universal approach [21]. This detection
ethod has been successfully used to detect alkali metal ions,

eavy metal ions, some inorganic anions and native amino acid,
s well as EOF rates [21–25]. The aim of the present work is to
stablish a simple, cheap and fast micro-CE–EC system for the
nalysis of these chlorine-containing anions.

. Experimental

.1. Materials

Sylgard 184 (PDMS) was purchased from Dow Corning
Midland, MI, USA). Histidine (His) and 2-(N-morpholino)
thanesulfonic acid (MES) were purchased from Sigma (St.
ouis, MO, USA). LiClO4, NaCl, NaClO3, and CH3COOH
ith analytical grade were purchased from Shanghai Chem-

cal Reagents Factory (Shanghai, China). The electrolyte
olutions were prepared from stock solutions of 40 mM 2-(N-
orpholino)ethanesulfonic acid (MES) and 40 mM l-histidine

l-His). The pH of all electrolytes was adjusted with 10% (v/v)
cetic acid (Shanghai, China). Stock solutions (10 mM) of Cl−,
lO3

− and ClO4
− were prepared from their salts and then stored

n a refrigerator. Solution of chlorate was prepared once a week,
hereas solutions of chloride and perchlorate were prepared
nce a month. Before use, the analytes were diluted with cor-
esponding running buffer solutions. In addition, all solutions
ere degassed in an ultrasonic bath for 5 min and passed through
0.22 �m cellulose acetate filter (Xinya Purification Factory,
hanghai, China). Hypodermic needles were used to introduce

he buffer and solutions into the microchip reservoirs. All other
hemicals were of reagent grade and doubly distilled water was
sed throughout.

.2. Instrumentation

The integrated CE–EC PDMS microsystem was similar
o that described previously [23,25]. It comprised a home-
ade negative HV power provided an adjustable voltage range

etween 0 and −5000 V. Parameters including sampling voltage,
ampling time, separation voltage, and separation time could be

et up and automatically switched via a RS232 communication
ort of PC through a home-made computer program. The cur-
ent in the microchannel could be monitored graphically in real
ime.

s
T
f
g

5 (2008) 157–162

The simple-cross single-separation channel PDMS
icrochip was made based on a master composed of a

ositive relief structure of GaAs made in No. 55 Electronic
nstitute (Nanjing, China) by using standard microphotolitho-
raphic technology and reaction ion etching. The chip had a
0-mm long separation channel (from injection cross to the
hannel outlet) and a 5-mm long injection channel (between
he sample reservoir and injection cross). The channels had a

aximum depth of 18 �m and a width of 50 �m. Before use,
he PDMS layer with microchannel and the PDMS flat should
e ultrasonically cleaned subsequently with acetone, methanol
nd water for 20 min each and were then dried under infrared
amp. Then they were sealed together directly or after oxygen
lasma (PDG-32G, Harrick Plasma, USA) treatment to form a
equisite PDMS microchip.

A plexiglass holder that integrated a precisely three-
imensional system (Shanghai Lian Yi Instrument Factory of
ptical Fibre and Laser, China) was for emplacing the PDMS
icrochip. A clip of optical fiber that can be fastened in the

hree-dimensional system, was used to closely clip the carbon
ber micro-cylinder electrode. Platinum wires, inserted into the

ndividual reservoirs on the holder, served as contacts to the HV
ower supply.

A computer-controlled potentiostat-function generator sys-
em Model CHI-660A from CH Instruments, Shanghai, China,
as used in all the electrochemical tests. The working micro-

lectrodes were single carbon fiber cylinders with diameter of
�m. All the microelectrodes were home-made, according to

he method reported in the literatures [18,26]. First, a glass cap-
llary with an inner diameter of 0.5 mm was pulled to form a fine
ip. And then a single carbon fiber with diameter of 8 �m was
arefully mounted into the tip and fixed with epoxy. A copper
ire was connected with the carbon fiber through carbon powder
n the other end of capillary and then fastened on the capillary
ith epoxy. Before use, the tip of the protruded carbon fiber was

ut with a clean scalpel to form a 1 mm cylinder electrode under
microscope.

.3. Procedure

In all electrochemical tests, a three-electrode configuration
as used. The reference, the auxiliary, and the working

lectrode were an Ag/AgCl reference, a Pt wire, and a single
arbon fiber cylinder microelectrode, respectively. After the
icrochip was held on a plexiglass holder, a working electrode
as inserted into the electrode hole on the platform and then
egged on the 3D system. The working electrode was treated at
1.5 V for 200 s and then −1.0 V for 200 s in 15 mM MES + His
pH 6.12) buffer before use and once the baseline current obvi-
usly changed. The electropherograms were recorded at a fixed
etection potential with the end of the working electrode located
n the separation channel for about 20 �m from the exit. Then
he running buffer reservoir was filled with the buffer and the

ample reservoir with the sample mixture diluted by the buffer.
he injections were performed by applying a desired potential

or 5 s to the sample reservoir with the detection reservoir
rounded while all other reservoirs floating. Separations were
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Fig. 2. Electropherograms of 0.5 mM chloride, chlorate and perchlorate anions
with (a) native microchip and (b) microchip after oxygen plasma treatment.
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erformed by switching the HV contacts and applying the cor-
esponding separation voltages to the running buffer reservoir
ith the detection reservoir grounded and all other reservoirs
oating. All experiments were performed at room temperature.

. Results and discussion

.1. Effect of the oxygen plasma treatment

PDMS was the most widely used polymer for fabricating
icrochip in the last few years because of its well-known good

roperties such as easy fabrication using a replica molding pro-
ess, high-chemical resistance, optical transparency, nontoxicity
nd good elasticity. However, its application in microfluidics
as been limited due to its hydrophobic nature. Using oxygen
lasma to treat the PDMS microchip is an effective approach to
reate hydrophilic surfaces and to irreversibly bind the PDMS
icrochip together. The surface of PDMS microchip changed to

ilicon hydroxy after oxygen plasma treatment. EOF is a useful
arameter to investigate surface modification. Fig. 1 shows the
elationship between EOF and pH (in acidic condition) on the
xygen plasma treated chip (OP-chip) and native PDMS chip in
5 mM MES + l-His buffer. The pH greatly influenced the EOF
f OP-chip and native PDMS microchip. The EOF of OP-chip
ncreased with the increase of pH as a whole and suppressed by
bout two times compared with that of native PDMS chip. This
henomenon is different from our previous results in 10 mM
orate buffer [27]. In that work, the EOF of OP-chip enhanced
oubly than that of native PDMS chip. This difference may be
ue to the different running buffer used.

As we know, MES is an ampholytic surfactant which is com-
only used as biological buffer in capillary electrophoresis. This

urfactant has both apolar and polar parts. It is expected that its
ydrophobic parts compete with analytes for hydrophobic sites

n PDMS surface, while its hydrophilic part stretches out of
he surface and changes the surface charge density. In order to
liminate the adsorption or absorption of analytes in the PDMS
eparation channel, the surfactant MES was used to dynamically

ig. 1. Influence of the MES + l-His (15 mM) buffer pH on EOF. (a) Native
icrochip and (b) microchip after oxygen plasma treatment.
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xperimental parameters: running buffer solution, 15 mM MES + l-His, pH
.12; sampling voltage, 800 V; sampling time, 5 s; separation voltage, −1800 V;
etection potential, 0.6 V.

odify the PDMS surface in NaOH solution in our previous
ork [28]. Regulating the surfactant’s proportion can control

he EOF. The EOF is decreased with increased MES concentra-
ion in the running buffer. When the microchip was treated by
he oxygen plasma, the interaction between MES and the PDMS
as not only the hydrophobic interaction, but also the hydrogen
ond due to the increased silicon hydroxyl groups. Thus the EOF
ecreased in OP-chip.

Fig. 2 shows the electropherograms of 0.5 mM chloride, chlo-
ate and perchlorate anions in native microchip and OP-chip in
egative separation electric field. The migration time of anions
pparently decreased after oxygen plasma treatment, which also
ndicated that the electro-osmotic flow decreased by the treat-

ent due to the opposite EOF and electrophoretic flow. In
ddition, the peak height increased in OP-chip with the half-peak
idth decreased, indicating that the oxygen plasma treatment

s in favour of the enhancement of signal-to-noise ratio. The
equence of migration of the three anions were in accord with
he mobility of appropriate acid given in by Hirokawa et al.
29] (79.1 × 105, 69.8 × 105 and 67.0 × 105 cm2 V−1 s−1 for
ydrochloric, perchloric and chloric acid, respectively).

.2. Effect of the buffer pH

The choice of buffer pH was an important factor for the sep-
ration of analytes. Microchip capillary electrophoresis was the
ame as traditional capillary electrophoresis, in which the sep-
ration medium pH influenced the ξ potential of the interior of
apillary, EOF rate, the migration time and separation efficiency

f analytes, even the speciation of analytes. Fig. 3 shows that the
esolution of chlorate and perchlorate were gradually diminished
y the decrease of solution pH. It may be due to the decreased
OF and the similar mobility of ClO4

− and ClO3
−. While, it
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ig. 3. Electropherograms of 0.5 mM chloride, chlorate and perchlorate anions
n different pH buffers. Other experimental parameters same as in Fig. 2.

ould be observed that the peak height clearly increased. Since
he signal is resulted from the difference of coupling degree
f CE voltage to the oxidation potential of carbon fibre itself
nder a negative separation electric field, the separation current
s an essential factor to influence the detection signal. With the
ecrease of buffer pH from 6.12 to 4.46, the separation current
ncreased from 2.4 to 4.2 �A, indicating the enhancement of the
oupling degree. Fig. 4 shows the linear scanning voltammo-
rams of a carbon fiber electrode in the separation channel with
he presence and absence of negative separation voltages in dif-
erent pH buffers at a scan rate of 20 mV/s. In the absence of
eparation electric field, the linear scanning voltammograms of
he carbon fiber electrode have no obvious change in different
H buffers. When −1800 V separation voltage was applied, the

xidation current greatly increased with the buffer pH decrease,
hich also approved that the coupling degree increased with

he decrease of buffer pH. Thus the signal increased with the

ig. 4. Linear scanning voltammograms of a carbon fiber electrode in the separa-
ion channel with the absence (a and b) and presence (c–f) of negative separation
oltage (−1800 V) in different pH buffer at a scan rate of 20 mV/s. Experimental
arameters: running buffer solution, 15 mM MES + His.
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ig. 5. The effects of the buffer concentration on the half-peak widths (dot) and
he peak heights (line). Other experimental parameters same as in Fig. 2.

ecrease of the buffer pH. However, the baseline become more
nd more unsteady with the buffer pH changed from 6.12 to 4.46.
ynthetically considering these factors of separation efficiency
nd detection sensitivity, pH 6.12 was chosen for the following
xperiments.

.3. Effect of the buffer salt concentration

The difference of conductivity between the sample plug and
he running buffer is also an essential factor to influence the
etection signal. Thus we investigated the effect of the buffer salt
oncentration (from 5 to 25 mM) on the separation and detection
shown in Fig. 5). It was observed that the peak height increased
hen the buffer salt concentration changed from 5 to 15 mM

nd then decreased with the further increase of the buffer salt
oncentration. There may be two reasons. On one hand, higher
oncentration of the running buffer could bring electrostacking
or the carrier electrolytes with a low-mobility co-ion, which
auses relatively higher concentration of the sample plug and
hen a relatively high signal. On the other hand, higher concen-
ration of the running buffer will result in higher ion strength
nd joule heat, which decrease the difference of conductivity
etween the buffer salt and the sample plug and then result
n a low signal. Meanwhile, the half-peak width of the anions
ecreased with increasing of the running buffer concentration
ecause of the peak dispersion in low buffer concentrations.
hus 15 mM MES + His buffer solution was selected.

.4. Effect of the separation voltage

Fig. 6 exhibits the effect of the separation voltages on the
alf-peak width and peak height of 0.5 mM Cl−, ClO3

− and
lO4

−. The half-peak widths decrease and the peak heights
ncrease with the increase of separation voltage. The migration
ime of the three anions decreased with the increase of sepa-

ation voltage. It was due to the EOF and electrophoretic flow
n the opposite direction, in which the rate of electrophoretic
ow increased rapidly compared with the increase of EOF
ith the increase of separation electric field. When separation
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Fig. 8. The linear relationship between the detection signal of the three anions
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ig. 6. The effects of the separation voltage on the half-peak widths (dot) and
he peak heights (line). Other experimental parameters same as in Fig. 2.

oltage was more negative than −2000 V, the baseline become
ore and more unsteady and resolutions of ClO3

− and ClO4
−

radually decreased. Furthermore, higher separation potential
ould produce air bubble and consequently resulted in clogging
f the channel. Thus, the separation voltage of −2000 V was
good choice for the detection of these chlorine-containing

nions.

.5. Effect of detection potential

The influence of the detection potential applied to the car-
on fiber electrode was also important to the determination of
nalytes with electrochemical detection. Fig. 7 shows the influ-
nce of detection potential on the signal. The current response
ncreased obvious with the increase of detection potential while
he baseline becomes unsteady because of a large noise in higher

otential. By increasing the detection potential, the peak became
roadly and the resolution of analytes decreased. A better detec-
ion potential for the analysis was 0.7 V.

ig. 7. The relationship between the peak heights and the detection potentials.
ther experimental parameters same as in Fig. 2.
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nd different concentrations. Experimental parameters: running buffer solution,
5 mM MES + l-His, pH 6.12; sampling voltage, 800 V; sampling time, 5 s;
eparation voltage, −2000 V; detection potential, 0.7 V.

.6. Linear range and detection limit

The in-channel indirect amperometric detection could
uccessfully used for the determination of several chlorine-
ontaining anions. According to the above studies, optimized
onditions of −2000 V separation voltage, 0.7 V detection
otential, 15 mM (pH 6.12) running buffer of MES + l-His were
elected. Under the conditions, linear ranges of peak area from
5.0 to 0.8 mM were obtained for Cl−, ClO3

−, and ClO4
−,

nd correlation coefficients were 0.9987, 0.9984 and 0.9970,
espectively (Fig. 8). The detection limits for Cl−, ClO3

−, and
lO4

− were estimated to be 1.9, 3.6, and 2.8 �M (S/N = 3),
espectively. Furthermore, the microchip indirect amperometric
etection system showed a good reproducibility and stability.
he R.S.D. (%) of migration time (n = 6) for run-to-run, day-to-
ay and chip-to-chip are 0.8, 1.2, 1.2 for Cl−, 1.2, 1.7, 1.2 for
lO3

−, 0.9, 1.2, 0.9 for ClO4
−, respectively.

. Concluding remarks

In conclusion, three chlorine-containing anions have been
uccessfully separated and detected with a simple indirect
mperometric detection mode in a PDMS microchip by oxygen
lasma treatment. Experimental results showed that the sep-
ration efficiency and detection sensitivity can be controlled
y many factors such as buffer pH, concentration, separa-
ion voltage and detection potential, etc. Such a micro-CE–EC
ystem provides a simple and fast analysis platform for non-
lectroactive ions and may have wide applications.
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bstract

It was found that gold nanoparticles with different sizes could enhance the chemiluminescence (CL) of the luminol–NaIO4 system in alkaline
olution. The most intensive CL signals were obtained with gold nanoparticles in diameter of 4 nm and the CL intensity increased linearly with
he concentration of gold nanoparticles. The studies of UV–vis spectra, CL spectra, effects of concentrations of luminol and periodate solution
ere carried out to explore the CL enhancement mechanism. Catechol, hydroquinone and resorcinol were found to inhibit the CL signals of the

uminol–NaIO4 reaction catalyzed by gold nanoparticles, which made it applicable for the determination of these polyphenols. Under the selected
−9 −10 −1
xperimental conditions, the detection limits (3σ) were in the range of 2.1 × 10 to 1.0 × 10 g ml , the relative standard deviation (R.S.D.,

= 11) were in the range of 1.7–2.9%. The method has been successfully applied to the determination of catechol in tap water and synthesized
amples with satisfactory results.

2008 Published by Elsevier B.V.

eywords: Chemiluminescence; Gold nanoparticles; Luminol; Polyphenol
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. Introduction

Polyphenols are biologically and environmentally important
ompounds. Some of them are found in plants, wines, water, etc.,
hich have important physiological functions and some phar-
acological activities; and some of them are used in cosmetics,

anning, components of insecticides, herbicides, synthetic fibers,
harmaceutical industry and developing photographs. On the
ther hand, they are the environmental pollutants [1]. There-
ore, the development of a highly sensitive and selective method
or the determination of polyphenols in food testing, biologi-
al studies, toxicity analysis and environmental monitoring is
f great importance. The methods for determination of polyphe-
ols are mainly based on spectrophotometry [2–6], fluorescence

7–10], electroanalytical method [11] and high-performance liq-
id chromatography (HPLC) [12–18]. These methods have their
espective advantages, also exist some different shortcomings,

∗ Corresponding author. Tel.: +86 553 3937138; fax: +86 553 3869303.
E-mail address: sfli@mail.ahnu.eu.cn (X. Wei).

n
e
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t
r

039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.10.001
uch as insufficient sensitivity, high commercial price, time-
onsuming procedure or not being suitable for automatic and
ontinuous analysis.

Flow-injection chemiluminescence (CL) method is known
o be a useful analytical technique because of its low detection
imit, wide linear dynamic range, relatively low cost instrumen-
ation [19–27]. Recently using nanoparticles, especially metal
anoparticles, as catalysts for the chemiluminescence system
as attracted considerable interest [28–30]. Cui and co-workers
28] have found that gold nanoparticles with a size regime
rom 6 to 99 nm could enhance the CL from the luminol–H2O2
ystem, and that the enhancement was supposed to originate
rom the catalysis of gold nanoparticles. We extended this
ethod to the luminol–NaIO4 system and found that gold

anoparticles of different sizes in the range of 4–16 nm could
nhance the chemiluminescence from luminol–NaIO4 system
n alkaline media. Catechol, hydroquinone and resorcinol were

bserved to inhibit the CL signal of the luminol–NaIO4–gold
anoparticles, which made it applicable for the determina-
ion of such compounds in the tap water with satisfactory
esults.
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. Experimental

.1. Reagents and materials

All chemicals and reagents were of analytical grade and
sed without further purification; and the deionized and triple-
istilled water was used throughout.

A 2.5 × 10−2 mol l−1 stock solution of luminol (3-
minophthalhydrazide) was prepared by dissolving luminol
Fluka) in 0.1 mol l−1 sodium hydroxide solution without purifi-
ation. Working solutions of luminol were prepared by diluting
he stock solution. Periodate stock solution 1.0 × 10−2 mol l−1

as prepared by dissolving 0.2139 g NaIO4 (Shanghai Chem-
cal Reagent Plant, China) in 0.01 mol l−1 sodium hydroxide
olution, and stored in a brown bottle to avoid photochemi-
al decomposition. HAuCl4·4H2O (48%, w/w) was obtained
rom Sinopharm Group Chemical Reagent Co. Ltd. (Shang-
ai, China). A 4.0 g l−1 HAuCl4 stock solution was prepared
y dissolving 1 g of HAuCl4 in 250 ml of triple-distilled water
nd stored at 4 ◦C. A 1% (w/w) trisodium citrate (Na3C6O7)
olution and 0.075% sodium hydroborate (NaBH4)–1% (w/w)
risodium citrate (Na3C6O7) solution were prepared by dissolv-
ng trisodium citrate, hydroborate (Shanghai, China) solids in
riple-distilled water. The stock solutions of 1.0 × 10−4 g ml−1

olyphenols were all stored in a refrigerator at 0–4 ◦C to avoid
ong exposure to light and air before use.

.2. Synthesis of gold nanoparticles

Colloidal gold nanoparticles with 4 and 6.0 nm in diam-
ters were synthesized by the hydroborate reduction method
ccording to the literature [31]. For the synthesis of 6.0 nm gold
olloids, 100 ml of HAuCl4 (10−2%, w/w) solution were mixed
ith 0.40 ml of 1% trisodium citrate and 0.15 ml of 0.075%
aBH4–1% trisodium citrate solution whilst stirring vigorously

t room temperature. The mixed solution was stirred for 30 min
nd then stored at 4 ◦C. Similar procedures were adopted for
he synthesis of 4.0 nm gold colloids, except that the volumes of
risodium citrate solution and NaBH4–trisodium citrate solution

ere 1.0 ml.
Colloidal solution of 16 nm diameter gold nanoparticles were

ynthesized by the citrate reduction method according to the
ef. [32]. A 50 ml portion of HAuCl4 (10−2%, w/w) solution

3

i

Fig. 1. A diagram of the flow-injection ch
5 (2008) 32–37 33

as heated to boiling. While stirring vigorously, 1 ml of 1%
risodium citrate was added rapidly. The solution was maintained
t the boiling point for 15 min, during which time a color change
rom gray to blue to purple was observed before a wine-red
olor was reached. The heating source was removed, and the
olloid was kept at room temperature for 15 min and then stored
t 4 ◦C. The average diameter of the synthesized gold particles
as measured by transmission electron microscope (TEM).

.3. Apparatus

The CL measurements were conducted on a model IFFM-E
ow-injection CL analysis system (Xi’an, China). A pHS-3B
eter (Leici, Shanghai) was used for pH measurement. The CL

pectra of this system was recorded with a Hitachi FL-4500 spec-
rofluorometer (Tokyo, Japan) combined with a flow-injection
ystem, whose excitation light source being turned off. Flu-
rescence spectra, UV–visible spectra were measured on the
odel FL-4500 spectrofluorometer (Tokyo) and a model U-4100
V–vis spectrophotometer (Hitachi), respectively. TEM images
ere taken using an H-800 transmission electron microscope

Hitachi), with an accelerating voltage of 200 kV.

.4. Procedures

A diagram shown in Fig. 1 illustrates the flow-injection
hemiluminescence detection system employed in this work.
he solutions of luminol, NaIO4 and carrier water were
umped into the flow cell by the peristaltic pump at the rate
f 3.0 ml min−1, respectively. The gold colloid solution was
njected by a valve injector with a sample loop of 100 �l. The
ight output from the CL reaction was detected and amplified by
he PMT and luminometer. The signal was imported to the com-
uter for data acquisition. The net CL intensity�I = Is − I0 was
sed for the quantitative determination, where Is and I0 were the
L intensity of sample and blank solutions, respectively.

. Results and discussion
.1. CL kinetic characteristics

The kinetic prorate of the reaction plays an important role
n the design of CL flow system. It was found that the present

emiluminescence detection system.
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Fig. 2. Kinetic characteristics of the luminol–NaIO –gold colloids CL
s
5
b

r
a
T
n
s
c
g

3

t
(
N
w
N
t
1
1
m
n
o
t
p

3

C
1
i
t
c
l
c
t
w

3

t
s
o
s
s

t
i
t
5
i
i
N
e

3

T
t
r
i
3
t

3

a
s
around 506 nm, and the luminol–NaIO4 system had two absorp-
tion peaks at 300 and 346 nm. Nevertheless, the light absorption
of the mixed system was approximately equal to the sum of the
light absorption of the two individual systems, which implied
4

ystem. Luminol solution: 1.0 × 10−4 mol l−1, pH 12.7; NaIO4 solution:
.0 × 10−4 mol l−1, 0.03 mol l−1 NaOH; gold colloids: 2.5 × 10−6 g ml−1;
lank: luminol–NaIO4 CL system.

eaction goes fast, only 3 s was needed for the maximum peak to
ppear, and it took 8 s for the signal to decline to the basement.
he effects of gold colloids on the luminol–NaIO4 chemilumi-
escent system were investigated. As shown in Fig. 2, the CL
ignal was enhanced by the 4–16 nm diameter gold nanoparti-
les, and the most intensive CL signal was obtained with the
old nanoparticles in diameter of ca. 4 nm.

.2. Effect of pH of luminol solution

It is well known that the CL of the luminol–NaIO4 sys-
em occurs in alkaline mediums. Various buffer solutions
NaH2PO4–Na2HPO4, NaHCO3, Na2CO3, NaHCO3–Na2CO3,
aOH–Na2HPO4, NaOH–Na2CO3, NaOH) at 0.02 mol l−1

ere examined and the strongest CL signal was obtained in
aOH medium. The pH of the luminol solution influenced on

he increased CL reaction was investigated over the range of
1.0–13.5. When the pH of luminol solution was lower than pH
2.7, both the CL intensity (S) and the noise (N) increased dra-
atically. Therefore, the ratio of the peak height of CL signal to

oise (S/N) was used for the optimization of the concentration
f NaOH in luminol solution. The relative CL intensity reached
he maximum and the highest ratio of S/N was obtained when
H of 12.7.

.3. Effect of luminol concentration

The effect of the concentration of luminol on the increased
L intensity was examined in the range of 7.5 × 10−4 to
.0 × 10−5 mol l−1. The results showed that the CL intensity
ncreases with the increase of luminol concentration, however,
he CL intensity of the blank become very strong when the con-
entration of luminol was higher than 1.0 × 10−4 mol l−1 and

ed to poor reproducibility. Considering the CL intensity and the
onsumption of the reagents, the concentration of luminol solu-
ion was adjusted to 1.0 × 10−4 mol l−1 for consequent research
ork.

F
(
(

5 (2008) 32–37

.4. Effect of media and concentration of NaIO4

The effect of NaOH concentration on the increased CL reac-
ion was examined from 0.02 to 0.15 mol l−1. The maximum CL
ignal was obtained when 0.03 mol l−1 NaOH was used. Lower
r higher concentration of NaOH caused a decrease of the CL
ignal. Therefore, 0.03 mol l−1 NaOH was employed for further
tudies.

The effect of NaIO4 concentration in the range 7.5 × 10−5

o 1.0 × 10−3 mol l−1 on the CL intensity has been exam-
ned. It was found that the relative CL intensity increased
hen got a maximum by increasing NaIO4 concentration up to
.0 × 10−4 mol l−1. With lower concentrations of NaIO4, net CL
ntensity was weak. With higher concentrations of NaIO4, net CL
ntensity decreased dramatically. Therefore, 5.0 × 10−4 mol l−1

aIO4 was chosen as the optimum concentration for further
xperiments.

.5. Effect of flow rate

The effect of flow rate on the CL reaction was also examined.
he relative CL intensity continued to increase with increasing

he flow rate from 1.0 to 3.5 ml min−1, probably because the
eaction was very fast. But a high flow rate might lead to the
rreproducibility and excess consume of the reagents. Finally,
.0 ml min−1 of flow rate was chosen by considering the sensi-
ivity, reagents consumption and reproducibility.

.6. Mechanism discussion

In order to explore the possible mechanism, the UV–visible
bsorption spectra were recorded. As shown in Fig. 3, it can be
een that 4 nm gold colloids had a maximum absorption peak at
ig. 3. UV–visible absorption spectra of (a) NaIO4; (b) gold colloids (4 nm);
c) luminol; (d) luminol–NaIO4; (e) luminol–NaIO4–gold colloids CL system.
Inset) UV–visible absorption for gold colloids with different sizes.
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hat no change was taken between the species after the reaction.
herefore, the enhancement of CL signals may have originated

rom the catalytic effects of gold nanoparticles [28]. In this case,
he gold nanoparticles still remain after the CL reaction. It is
ell known that the rate of heterogeneous catalysis increases
ith the available active surface area of the catalyst. Therefore,
higher number of particles of smaller size would be present

n a given mass of catalyst material, leading to a higher rate of
atalytic reaction. The active surface areas of the gold nanopar-
icles decreased with increasing particle size, and the catalytic
fficiency of the gold nanoparticles decreased accordingly.

Thus, the CL emission spectrum of the system was obtained
sing the modified FL-4500 spectrofluorimeter, with the light
ource taken off, combined with a flow-injection system. The
uminol-based CL reaction is a well-known method for the
etection of reactive oxygen species, such as O2

−, 1O2 and
2O2, because these species react quickly with luminol in alka-

ine solution to emit light, as the hydroperoxide intermediate of
uminol decomposes into aminophthalate [33–35]. The results
Fig. 4) showed that the maximum wavelengths of CL emission
nhanced by gold nanoparticles were 425 nm. It is well known
hat 3-aminophthalate (3-APA*) is the luminophor of the system
f luminol-periodate, and the maximum emission of CL reaction
s at 425 nm. So the CL emitter in the both CL reactions between
uminol and periodate with and without gold nanoparticles is the
ame species, which is the oxidation product of luminol.
It has been reported that superoxide radical ions (O2
•−) can

e obtained by reaction of periodate with oxygen in alkaline
olution [36]. Because the reaction of luminol with periodate
n alkaline solution in the absence of a catalyst underwent

t
w
s
S

Scheme 1. Possible mechanism for the lumi
4 4

– – –) luminol–NaIO4; (—) luminol–NaIO4–gold colloids. Luminol solution:
.0 × 10−4 mol l−1, pH 12.7; gold colloids: 2.5 × 10−6 g ml−1; NaIO4 solution:
.0 × 10−4 mol l−1, 0.03 mol l−1 NaOH.

eak CL, it is assumed that the catalyst gold nanoparticles
ay interact with the reactants or the intermediates of the reac-

ion of luminol with periodate. When gold nanoparticles were
sed as the catalysts, the formation of active oxygen-containing
eactant intermediates such as OH• and O2

•− were frequently
eported [37,38]. So in this system it can be concluded that the
nhancement effect on CL by gold nanoparticles was attributed

o the formation of O2

•−. The oxidation reaction of luminol
as accelerated by O2

•−, thus, the CL emission enhanced. A
chematic reaction process [22,23,36,39] could be shown as
cheme 1.

nol–NaIO4–gold colloids CL system.
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Table 1
Analytical parameters of the proposed CL system for polyphenols

Polyphenols Linear range (g ml−1) Regression equation (C: g ml−1) Correlation coefficient Detection limit (g ml−1) Precision (n = 11)

(g ml−1) R.S.D.

Hydroquinone 8.0 × 10−9 to 1.0 × 10−6 lg�I = 5.8690 + 0.3009 lg C 0.9967 2.1 × 10−9 5.0 × 10−7 2.3
Catechol 4.0 × 10−10 to 6.0 × 10−7 lg�I = 7.3318 + 0.4565 lg C 0.9958 1.0 × 10−10 1.0 × 10−7 2.9
Resorcinol 2.0 × 10−8 to 4.0 × 10−6 lg�I = 7.6081 + 0.7049 lg C 0.9982 8.3 × 10−9 5.0 × 10−7 1.7

Table 2
Determination of catechol in tap water and synthesized samples (n = 9)

Sample Initially present (g ml−1) Added (g ml−1) Found (g ml−1) Recovery (%) R.S.D. (%)

1 1.87 × 10−7 1.0 × 10−7 3.01 × 10−7 104.9 2.7
2.0 × 10−7 3.96 × 10−7 102.3 3.1

2 0 1.0 × 10−7 9.76 × 10−8 97.6 2.1
3.0 × 10−7 3.11 × 10−7 103.7 3.8

3 1.0 × 10−7 2.0 × 10−7 3.06 × 10−7 102 1.5
4.0 × 10−7 5.23 × 10−7 104.6 2.9
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.7. Analytical applications

.7.1. Standard curve and detection limit
The analytical potential of the inhibition effects of the

olyphenols on the proposed luminol–NaIO4–4 nm gold col-
oids CL system was explored by use of a flow-injection
rocedure. Under the selected optimum conditions given above,
he working curves of polyphenols were established. The param-
ters of the regression equations for each polyphenol are shown
n Table 1. Linear ranges are about two to three orders of mag-
itude for the detection of tested polyphenols. The detection
imits at a signal-to-noise ratio of 3 (3σ) were in the range of
.1 × 10−9 to 1.0 × 10−10g ml−1 and the relative standard devia-
ion (R.S.D., n = 11) were in the range of 1.7–2.9%. These results
ndicated that the precision is good enough for the determination
f polyphenols at low concentrations.

.7.2. Interferences
The influence of various foreign species on the determina-

ion of 1.0 × 10−7 mol l−1 catechol were studied. The tolerable
oncentration ratios with respect to 1.0 × 10−7 mol l−1 catechol
ere more than 500 for methanol, ethanol, 2-propanol, 1,2,3-
ropanetriol, Zn2+, K+, Na+, Br−, C2O4

2−, Cl−, I−, SO4
2−,

O3
−; 100 for 2,4-dinitrophenol, p-aminobenzene sulfonic

cid; 50 for tartaric acid, Hg2+; 20 for benzoic acid, p-hydroxyl
enzoic acid, PO4

3−; 5 for salicylic acid, Ca2+, Mg2+, Ni2+; 1
or chlorogenic acid, phenol, Cu2+, Pb2+; 0.5 for Fe3+, Cd2+,

n2+, Cr3+, respectively.
.7.3. Applications
The proposed method has been utilized for the determination

f catechol in tap water and in the synthesized samples with
atisfactory results. The results shown in Table 2 indicated that
4.05 × 10−7 101.2 4.0
5.81 × 10−7 96.8 1.4

his new flow-injection chemiluminescence method is sensitive
nd accurate for the polyphenol detection.

. Conclusions

Gold nanoparticles could enhance the chemiluminescence of
he luminol–NaIO4 system. The enhancement mechanism of
old nanoparticles on luminol CL was discussed. The CL from
uminol–NaIO4–gold nanoparticles system is strongly inhibited
y the presence of catechol, hydroquinone and resorcinol. Based
n this inhibition, a novel CL method with a lower detection limit
nd wider linear range was developed for the determination of
hese polyphenols.
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bstract

An online solid-phase extraction (SPE) liquid chromatography–electrospray tandem mass spectrometry (LC–ESI-MS/MS) method for the deter-
ination of buprenorphine (Bup), norbuprenorphine (nBup), buprenorphie-3-�-d-glucuronide (Bup-3-G) and norbuprenorphie-3-�-d-glucuronide

nBup-3-G) in human urine was developed and validated. A mixed mode SPE column with both hydrophilic and lipophilic functions was used for
nline extraction. A C18 column was employed for LC separation and ESI-MS/MS was utilized for detection. Buprenorphine-D4 (Bup-D4) and
orbuprenophine-D3 (nBup-D3) were used as internal standards for quantitative determination. The extraction, clean-up and analysis procedures
ere controlled by a fully automated six-port switch valve. Identification and quantification were based on the following transitions: m/z 468→414

or Bup, m/z 414→364 for nBup, m/z 644→468 for Bup-3-G and m/z 590→414 for nBup-3-G, respectively. Good recoveries from 93.6% to
02.2% were measured and satisfactory linear ranges for these analytical compounds were determined. Minimal ion suppression effect (∼7%

esponse decrease) was determined. Intra-day and inter-day precision showed coefficients of variance, CV, ranged from 3.3% to 10.1% and 4.4% to
.8%, respectively. Accuracy ranging from 97.0% to 104.0% was determined. The applicability of this newly developed method was demonstrated
y analyzing human urine samples from the patients in Bup treatment program for therapeutic monitoring purpose.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Buprenorphine (Bup) is a synthetic opioid drug for the treat-
ent of chronic pain. Bup is more potent than morphine and

as been used for the treatment of heroin addiction [1,2]. In
uman, Bup is N-dealkylated to norbuprenorphine (nBup); fur-
hermore, both Bup and nBup undergo extensive conjugation to
lucuronides, buprenorphie-3-�-d-glucuronide (Bup-3-G) and
orbuprenorphie-3-�-d-glucuronide (nBup-3-G), prior to urine

xcretion [3,4]. The structures of these chemicals are shown
n Fig. 1. It has been reported the concentration of free Bup
n urine is in low nanogram ranges and the glucuronides are

∗ Corresponding author at: Department of Chemistry, Soochow University,
.O. Box 86-72, Taipei, Taiwan. Tel.: +886 2 2881 9471x6821;
ax: +886 2 2881 1053.

E-mail address: msfuh@mail.scu.edu.tw (M.-R. Fuh).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.050
omatography–electrospray-tandem mass spectrometry

he major metabolites found; in addition, extensive difference
f inter-individual Bup metabolism in human was observed [5].
herefore, accurate monitoring of Bup and its metabolites in bio-

ogical fluids of patient is needed to effectively personalize the
reatment program. The determination of drug and its metabo-
ites in plasma provides the real indication of active amount of a
rug; however, monitoring the concentrations of active compo-
ent in urine is an useful complement to plasma measurement
or therapeutic drug monitoring purpose.

Several analytical methods have been developed for the
nalysis of Bup and nBup in biological matrices using gas
hromatography–mass spectrometry (GC–MS) [6–8], liquid
hromatography (LC) with electrochemical detector [9],
V detector [10], electrospray mass spectrometry (ESI-MS)
11–13], or atmospheric pressure chemical ionization mass
pectrometry (APCI-MS) [14]. However, there are only
ew reported methods for the quantitative determination of
up, nBup, Bup-3-G and nBup-3-G. Two reported methods
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Fig. 1. Structure o

tilized LC–ESI-tandem MS to quantify Bup, nBup and
heir glucuronides in plasma [15,16]. Liquid-liquid extraction
ombined with solid-phase extraction was employed as sample

re-treatment processes for these studies. The limit of detection
f buprenophine and its metabolites were 0.1–0.3 ng/ml.
n addition, LC–tandem MS method has been reported to
pproximate the concentrations of Bup-3-G and nBup-3-G

p
e
p

ytical component.

n human urine based on the quantification of Bup and nBup
efore and after hydrolysis [17]. In this investigation, authors
stimated the cutoff of LC-ES assay was near 1 ng/ml.
For LC–ESI-MS analysis of biological samples, ion sup-
ression effect is frequently observed [18–20]. Solid-phase
xtraction (SPE) has been proven to be an effective sample
re-treatment technique to minimize ion suppression effect.
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owever, SPE generally requires laborious and time-consuming
quilibrium, clean-up and evaporation procedures. Online SPE
as been successfully applied to LC–ESI-MS analysis for the
nalysis of various drugs in biological fluid [21–23].

This paper describes the development and validation of an
nline SPE LC–ESI-MS/MS method to quantify Bup, nBup,
up-3-G and nBup-3-G in human urine for therapeutic appli-
ation. This fully automated method required little minimum
ample pre-treatment and was applicable to high through-put
nalysis. In addition, ion suppression effect was examined and
he short-term stability of analyte was evaluated. The applicabil-
ty of this newly developed method to monitor the urine samples
f Bup treatment patients was demonstrated. To our knowledge,
his is the first study to direct quantitative measurement of Bup
nd three metabolites (nBup, Bup-3-G and nBup-3-G) in human
rine.

. Experimental

.1. Chemicals and reagents

Bup, nBup, Bup-3-G, nBup-3-G, Bup-D4 and nBup-D3 were
urchased from Cerilliant Corp. (Austin, TX, USA). HPLC-
rade acetonitrile and methanol were from Milinckrodt Baker,
aris, KY, USA. Reagent-grade trifluoroacetic acid (TFA) was
btained from Riedel-de Haen AG, Germany. Purified water
rom a Milli-Q system from Millipore Corp. (Beford, MA, USA)
as used. Drug-free urine samples collected from five healthy
olunteers were used for method development and preparation
f calibration standards.

.2. Equipments

An Agilent 1100 LC system (Agilent Co., Palo Alto, CA,
SA), consisting of a quaternary pump, an online degasser, an

uto-sampler and a six-port switch valve was used. A Symmetry
hield RP18 column (2.1 mm × 50 mm, 3.5 �m; Waters Corp.,
ilford, MA, USA) was utilized for LC separation and an Oasis
LB column (2.1 mm × 20 mm, 3.5 �m) from Waters Corp. was

mployed for online SPE.
All mass spectrometric measurements were performed on

n Agilent LC/MSD SL ion trap mass spectrometer with an
lectrospray ionization source operating in positive ion mode.
gilent 1100 series LC/MSD Trap software (version 4.0) was
tilized for system control, data acquisition and data analysis.
he spray voltage was set at −3.5 kV and compressed nitrogen
as (50 psi) was used for nebulization. Heated nitrogen (350 ◦C,
0 L/min) was for solvent evaporation.

The data acquisition was performed under the following con-
itions: normal scan speed, molecular mass scan range 100–700,
on charge control target 30,000, maximum accumulation time
00 ms and the isolation width for precursor ions was 2.
.3. Standard and sample preparation

Individual stock solutions (100 �g/mL) of each compound
ere prepared in methanol and stored in a refrigerator (4 ◦C)

t
F
M
“

ig. 2. Configuration of online SPE LC–ESI-tandem MS: (a) extraction, (b)
nalysis and (c) clean-up.

hen not in use. Spiked urine standards were prepared by spiking
ppropriate amounts of each analytical component into drug-free
rine.

Prior to online SPE LC–tandem MS analysis, each urine sam-
le (2 mL) was diluted with 2 mL of 0.01% TFA solution with
nternal standards (Bup-D4 and nBup-D3, 5 ng/ml each) and cen-
rifuged for 5 min at 1500 × g. A 50-�L aliquot of supernatant
as used for analysis.

.4. Online sample preparation and LC separation

The experimental setup for online SPE LC–ESI-tandem MS
s shown in Fig. 2 and the time program for extraction, wash-
ng and analysis is listed in Table 1. First, the SPE extraction
olumn was equilibrated by 0.05% TFA aqueous solution for
min at 1 mL/min with the system in “extraction” configura-

ion as shown in Fig. 2a. Urine sample was introduced by an
uto-sampler and transported by 0.05% TFA aqueous solution
t 1 mL/min. While the endogenous components of urine were
ashed to waste, the analytical compounds were withheld in the
PE column. From 1.1 to 5.0 min, the extracted compounds in
PE column were further washed by methanol/water (5/95, v/v)
ith 0.05% TFA mixture and then by acetonitrile/water mix-

ure as described in Table 1. At 5.1 min after sample injection, a
radient elution (at flow rate of 0.2 mL/min) was employed for
hromatographic separation of the analytes. At the same time,

he system was turned to “analysis” configuration as shown in
ig. 2b and the eluted components were delivered to ESI-tandem
S for determination. At 12.1 min, the system was converted to

clean-up” position as shown in Fig. 2c. The system was washed
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Table 1
Time program of extraction and LC separation (see Section 2 for detail)

Time (min) Solvent

A (%)a B (%)b C (%)c D (%)d Flow rate
(ml/min)

0.0 100 0 0 0 1.0
1.0 100 0 0 0 1.0
1.1 0 100 0 0 1.0
4.0 0 100 0 0 1.0
4.1 0 0 70 30 1.0
5.0 0 0 70 30 1.0
5.1e 0 0 30 70 0.2

11.0 0 0 0 100 0.2
12.0 0 0 0 100 0.2
12.1f 0 0 70 30 0.4
16.0 0 0 70 30 0.4
16.1g 100 0 0 0 1.0
19.0 100 0 0 0 1.0

a 0.05% TFA aqueous solution.
b Methanol/water (5/95, v/v) with 0.05% TFA.
c Acetonitrile/water (5/95, v/v) with 0.05% TFA.
d Acetonitrile/water (95/5, v/v) with 0.05% TFA.
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e At 5.1 min, the system is turned to “analysis” configuration.
f At 12.1 min, the system is turned to “clean-up” configuration.
g At 16.1 min, the system is turned to “extraction” configuration.

ith acetonitrile/water (95/5, v/v) with 0.05% TFA mixture and
hen equilibrated by the initial mobile phase of gradient elution.
t 16.1 min, the system was switched to “extraction” mode and

he SPE column was re-equilibrated with 0.05% TFA aqueous
olution for 3 min at flow rate of 1.0 mL/min. Afterwards, the
ystem was ready for next injection.

.5. Investigation of ion suppression effect

Ion suppression effect was examined by a previously reported
ost-column infusion setup [18]. Drug-free urine blank from five

olunteers and water were injected into online SPE LC–ESI-
andem MS system while a mixture of four analytes (100 ng/mL
ach) in water was continuously infused in parallel at 20 �L/min
hrough a PEEK tee-junction (Upchurch Scientific, Oak Har-

r
s
r
r

able 2
SI-MS/MS results

ompound Frag. energy (V) MS/MS pro

up 1.55 [M + H]+ (4
[M + H–C4H

Bup 1.30 [M + H]+ (4
(364), [M +

up-3-G 1.35 [M + H]+ (6
[M + H–C6H

Bup-3-G 1.00 [M + H]+ (5
(396), [M +
[M + H–C6H

up-D4 1.55 [M + H]+ (4
(415), [M +
[M + H–C4H

Bup-D3 1.30 [M + H]+ (4
(364), [M +

a m/z of each ion in parenthesis; quantitative ions are in bold.
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or, WA, USA) and a syringe pump (Harvard Apparatus, South
atick, MA, USA).

. Results and discussion

.1. ESI-MS/MS

In order to optimize the condition for ES-MS/MS determina-
ion, 100 ng/mL standard solutions of each analyte were directly
nfused ESI-ion trap MS. In ESI-MS analysis, proton adduct
on was detected as base ion for all analytes and internal stan-
ards; therefore, [M + H]+ of each compound was selected as
he precursor ion for the subsequent ESI-MS/MS measurement.
he MS/MS results and tentative assignments of MS/MS frag-
ented ions are summarized in Table 2. The MS/MS for Bup

ives the fragment 414 (m/z) resulted from the loss of cyclo-
ropylmethylene group of [M + H]+; further cleavage of t-butyl
roup (–C(CH3)3) and methoxy group (–OCH3) produces frag-
ent 326 (m/z). For nBup, the MS/MS fragment ions are similar

o those of Bup since it has comparable structure of Bup but
ithout cyclopropylmethy group. The tetrahydropyranyl six-
embered rings in both Bup-3-G and nBup-3-G can easily be

leaved to give fragments 468 (m/z) and 414 (m/z), respectively.
S/MS results for Bup-D4 and nBup-D3 furthermore supported

he identification of fragment ions. The MS/MS fragmentation
athways of these compounds in ion trap have previously pro-
osed [12,15]. The results of this study are similar to those of
he previous investigation.

.2. Online SPE LC–ESI-MS/MS method development

A HLB SPE column which is packed with micro-porous
aterial consisting of both hydrophilic and lipohpilic groups
as employed as an extraction column. Loading, washing
eported method [21]. Diluted urine sample was introduced into
ystem by 0.05% TFA solution. TFA was used as an ion paring
eagent to form an ion pair with analytical molecule and then
etained in the SPE column.

duct iona

68), [M + H–H2O]+ (450), [M + H–C3H6]+ (426), [M + H–C4H6]+ (414),
6–H2O]+ (396), [M + H–C4H6–C(CH3)3–OCH3]+ (326)

14), [M + H–H2O]+ (396), [M + H–CH3OH]+ (382), [M + H–H2O–CH3OH]+

H–H2O–C4H8]+ (340), [M + H–C(CH3)3–OCH3]+ (326)
44), [M + H–C6H8O6]+ (468), [M + H–C6H8O6–C4H6]+ (414),

8O6–C4H6–H2O]+ (396)
90), [M + H–H2O]+ (572), [M + H–C6H8O6]+ (414), [M + H–C6H8O6–H2O]+

H–C6H8O6–CH3OH]+ (382), [M + H–C6H8O6–CH3OH–H2O]+ (364),

8O6–C(CH3)3OH]+ (340)
72), [M + H–H2O]+ (454), [M + H–C3H4D2]+ (428), [M + H–C4H3D3]+

H–C4H3D3–CH3]+ (400), [M + H–C3H3D2–C(CH3)3]+ (372),

2D3–C(CH3)3–OCH3]+ (328)
17), [M + H–H2O]+ (399), [M + H–CH3OH]+ (382), [M + H–H2O–CH3OH]+

H–H2O–C4H8]+ (343), [M + H–C(CH3)3–OCD3]+ (326)



202 A.-C. Liu et al. / Talanta 75 (2008) 198–204

F
f

5
r
T
w
g
0
i
o
g
c
u
i

r
t
s
t
a
m
a
a

3
p

t
e
f
e
(
v
1
s
n
a
a
p
d

Table 3
Recoverya

Bup nBup Bup-3-G nBup-3-G

1.0 ng/mL 98.0 ± 2.9% 95.2 ± 3.1% 97.1 ± 4.7% 100.7 ± 4.0%
5.0 ng/mL 96.6 ± 4.0% 94.7 ± 4.4% 98.4 ± 7.4% 99.7 ± 3.5%
3
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1–100 ng/mL was measured. Base on the signal-to-noise ratio
of 3, the limit of detection for the analytes ranged from
0.2–0.5 ng/mL. Comparable detection limits of these analytes,
0.1 to 0.3 ng/ml, in human plasma have been reported previ-

Table 4
Linearity and detection limit

Compound Calibration curvea r2 Range
(ng/mL)b

Detection
limit (ng/mL)

Bup Y = 0.4864X − 0.0023 0.999 0.5–100 0.2
nBup Y = 0.3218X + 0.0201 0.999 1.0–100 0.5
Bup-3-G Y = 0.2627X − 0.0103 0.999 0.5–100 0.2
nBup-3-G Y = 0.4494X − 0.0207 0.999 0.5–100 0.2
ig. 3. Extracted ion chromatograms of a spiked human urine sample (10 ng/ml
or each analyte, 5 ng/ml for each ISTD).

We examined various compositions of methanol/water (3/97,
/95, 10/90) with 0.05% TFA mixtures as washing solutions to
emove endogenous components retained on the SPE column.
he results indicated that analytical compounds were easily
ashed out from SPE column when the methanol content is
reater than 5/95. Therefore, methanol/water (5/95, v/v) with
.05% TFA solution was selected as the washing solution. Dur-
ng the investigation of gradient elution, broadened eluted peaks
f four analytes were observed and there was little chromato-
raphic separation of analytical compounds when LC column
oupled to SPE column. As the result, a second washing step
sing acetonitrile/water with 0.05%TFA was introduced to min-
mize the peak broadening effect.

A gradient elution was employed for LC separation. The flow
ate was reduced to 0.2 mL/min to enhance the sensitivity of ESI-
andem MS. The online SPE LC–ESI-tandem MS results of a
piked human urine sample are shown in Fig. 3. The retention
ime for Bup, nBup, Bup-3-G and nBup-3-G was 9.5, 7.9, 7.4
nd 6.8 min, respectively. There was no deuterium effect in chro-
atographic separation observed for the internal standards. Each

nalysis including post-separation clean-up and equilibrium was
ccomplished in less than 20 min.

.3. Evaluation of ion suppressing effect and sample
re-treatment procedure

Ion suppression often diminishes response of ESI-MS and
he sensitivity of analytical method. In order to examine the
ffect of ion suppression of this newly developed method, drug-
ree urine samples without analytes from five volunteers were
xamined by the apparatus described in Section 2.5. First, TFA
5 �L) was added to drug-free urine or water sample (5 ml),
ortex for approximately 1 min then centrifuged for 5 min at
500 × g. A 50-�L aliquot of supernatant was injected for ion
uppression examination. The responses of analytical compo-
ents of these drug-free urine samples were compared to TFA

dded water sample; there was more than 35% decrease in each
nalyte detected. The results indicated that considerable ion sup-
ression was observed in TFA added urine sample. Secondly,
iluted drug-free urine, as described in Section 2.3, was evalu-

(

5

0.0 ng/mL 93.6 ± 2.5% 99.1 ± 3.1% 102.2 ± 3.8% 94.9 ± 4.5%
5.0 ng/mL 97.6 ± 5.7% 96.0 ± 3.7% 98.6 ± 5.4% 97.7 ± 5.5%

a Average ± standard deviation, n = 5.

ted. There was less than 7% decline in response of each analyte
omparing to the responses of water sample. This indicated that
nline SPE LC method effectively removes and separates the
otential interfering components in diluted urine sample.

.4. Extraction recovery

Spiked urine and water samples at four different concentra-
ions (1.0, 5.0, 30.0 75.0 ng/mL) over the linear range were
nalyzed to evaluate the recovery of this newly developed
ethod. The recovery was determined by the peak area of spiked

rine as a fraction of the corresponding standard in water solu-
ion. The results of this study are summarized in Table 3. Good
ecovery ranged from 93.6% to 102.2% for all analytes at the
ested concentrations. It suggested that this assay is adequate for
he analyses of these compounds in urine.

.5. Calibration and validation

Isotope internal standards, Bup-D4 and nBup-D3, were
tilized for quantitative determination. Due to the lack of avail-
bility of the isotope standard of glucuronides, Bup-D4 and
Bup-D3 were also used as the internal standard for Bup-3-G
nd nBup-3-G, respectively. A series of spiked urine solutions
as used to evaluate the linearity of this newly developed assay

nd the results are summarized in Table 4. A 1/x weighting fac-
or was applied to least squares regression of quantities of each
nalyte versus peak are ratio of analyte peak area to that of its
nternal standard.

For the analytes, except for nBup, good linearity was deter-
ined from 0.5 to 100 ng/mL. For nBup, linear range of
a Y: peak area ratio of standard and internal standard, X: concentration
ng/mL).
b Concentration of standards: Bup, Bup-3-G, nBup-3-G: 0.5, 1, 3, 5, 10, 30,
0, 75 and 100 ng/mL; nBup: 1, 3, 5, 10, 30, 50, 75 and 100 ng/mL.
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Table 5
Precision and accuracy

Intra-day (n = 5) Inter-day (n = 5)

1.0 ng/mL 10.0 ng/mL 100.0 ng/mL 1.0ng/mL 10.0 ng/mL 100.0 ng/mL

Bup
Mean 1.04 9.89 98.94 1.02 9.96 99.44
Accuracy (%) 104.0 98.9 98.9 102.0 99.6 99.4
CV (%)a 8.8 4.2 4.2 9.8 6.4 7.4

nBup
Mean 0.99 9.72 100.4 1.01 9.78 99.0
Accuracy (%) 99.0 97.2 100.4 101.2 97.8 99.0
CV (%)a 6.3 3.4 3.9 7.4 4.9 5.9

Bup-3-G
Mean 0.99 9.86 99.42 0.99 10.68 101.15
Accuracy (%) 99.0 98.6 99.4 99.0 100.7 101.2
CV (%)a 3.3 3.4 5.1 5.7 4.4 6.8

nBup-3-G
Mean 0.97 10.15 98.06 0.98 10.06 98.75

8.1 98.0 100.6 98.8
3.9 9.6 6.8 6.2
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Fig. 4. Extracted ion chromatograms of a patient urine sample (sample #11)
with the addition of ISTD (5 ng/ml for each ISTD).

Table 6
Bup, nBup, Bup-3-G and nBup-3-G concentration in urine collected from
buprenorphine treatment patients

Sample Bup
(ng/ml)

nBup
(ng/ml)

Bup-3-G
(ng/ml)

nBup-3G
(ng/ml)

1a 14.1 116.4 352.5 406.3
2b 29.8 136.6 213.3 858.8
3a 16.2 62.1 31.7 122.8
4b 10.2 216.7 88.7 983.9
5a 8.2 86.8 115.4 390.4
6a 14.4 150.4 31.9 212.8
7a 21.1 62.1 85.8 437.3
8a 17.5 63.2 108.2 407.6
9a 18.5 76.5 30.1 373.1
Accuracy (%) 97.0 101.5 9
CV (%)a 10.1 7.3

a CV: coefficient of variation, n = 5.

usly [15,16]. These reported methods utilized SPE cartridge
s a sample pre-treatment and detected by LC–ESI-tandem MS.
hey required laborious and time-consuming sample prepara-

ion procedures. However, only minimal sample preparation was
equired for this newly developed method.

Precision and accuracy of the method were appraised at
hree concentrations (1.0, 10.0 and 100.0 ng/mL) over the lin-
ar range and the results were summarized in Table 5. The
ntra-day and inter-day precision showed coefficients of vari-
nce, CV, ranged from 3.3% to10.1% and 4.4% to 9.8%,
espectively. The accuracy was evaluated by [mean measured
oncentration/spiked concentration] × 100%. Accuracy ranging
rom 97.0% to 104.0% was determined.

.6. Short-term stability study

The short-term stabilities of all four analytes under various
torage conditions were examined. Fortified human urine sam-
les (30 ng/ml of each analyte) were utilized for this study.
hort-term temperature stability was evaluated by urine sam-
les stored for 12 and 24 h at room temperature and 4 ◦C. The
reeze–thaw stabilities of all analytes were determined after
hree freeze–thaw cycles of the fortified human urine samples.
or all four analytes, the concentrations were within ±12%
nder all five storage conditions.

.7. Analysis of urine samples from buprenorphine
reatment patients

This method has been applied to the analysis of urine samples
rom the patients in the buprenorphine treatment program at

aipei City hospital. Extracted ion chromatograms of a patient
rine sample are shown in Fig. 4. All four analytical compounds
ere detected in all patients’ urine samples examined and the

esults are summarized in Table 6. For all samples studied,

10a 30.5 120.3 107.1 372.2
11a 19.1 95.8 137.4 438.9

a Sample was diluted fivefold prior to analysis.
b Sample was diluted 10-fold prior to analysis.
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oncentration of Bup was lower than its metabolites and
Bup-3-G exhibited highest concentration of the four analytical
ompounds. Additional examination of urine samples is needed
or better understanding of urinary concentration of Bup and its
etabolites of each patient and the effectiveness of treatment

rogram.

. Summary

This newly developed online SPE LC–ESI-tandem MS
ethod has proven to be an efficient and sensitive method for the

etermination of Bup, nBup, Bup-3-G and nBup-3-G in human
rine. The assay was fully automated and minimal sample prepa-
ation was required. The detection limits of this method, 0.2 to
.5 ng/mL, are comparable to other reported studies; however, no
aborious and time-consuming sample pre-treatment was needed
n this assay. There was minimal ion suppression effect observed
nd good recovery was obtained. This method will be used to
upport the clinical study of continuing buprenorphine treatment
rogram.
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bstract

The cyclam derivative 1,4,8,11-tetra(n-octyl)-1,4,8,11-tetraazacyclotetradecane (L) has been used as carrier for the preparation of PVC-based
embrane ion-selective electrodes for anionic surfactants. Different membranes were prepared using L as ionophore, tetra-n-octylammonium

romide (TOAB) as cationic additive and dibutyl phthalate (DBP) or o-nitrophenyl octyl ether (NPOE) as plasticizers. The final used electrode
ontained a membrane of the following composition: 56% DBP, 3.4% ionophore, 3.8% TOAB and 36.8% PVC. This electrode displays a Nernstian
lope of −60.0 ± 0.9 mV/decade in a 2.0 × 10−3 to 7.9 × 10−6 mol dm−3 concentration range and a limit of detection of 4.0 × 10−6 mol dm−3.
he electrode can be used for 144 days without showing significant changes in the value of slope or working range. The electrode shows
selective response to dodecyl sulfate (DS−) and a poor response to common inorganic cations and anions. The selective sequence found
as DS− > ClO4

− > HCO3
− > SCN− > NO3

− ≈ CH3COO− ≈ I− > Cl− > Br− > IO3
− ≈ NO2

− ≈ SO3
2− > HPO4

2− > C2O4
2− > SO4

2−, i.e. basically
ollowing the Hoffmeister series except for the hydrophilic anion bicarbonate. Most of the potentiometric coefficients determined are relatively
ow indicating that common anions would not interfere in the DS− determination. A complete study of the response of the electrode to a family of
urfactant was also carried out. The electrode showed a clear anionic response to DS− and to Na-LAS and a much poorer response to other anionic

urfactants and to non-ionic surfactants. Also the electrode shows certain non-linear cationic response in the presence of cationic and zwitterionic
urfactants. The electrode was used for the determination of anionic surfactants in several mixtures, and the results obtained were compared to
hose found using a commercially available sensor.

2007 Elsevier B.V. All rights reserved.
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eywords: Ion-selective electrodes; Anionic surfactants; Cyclam; Polyamines;

. Introduction

Surfactants are one of the most common pollutants of both
atural and technogenic waters. Surfactants contain two parts:
hydrophilic polar head, that determines its application and
lipophilic part consisting on hydrocarbonated chains usually

ith a (CH2)n motif. Depending on the charge of the hydrophilic
roup the surfactants have been traditionally divided into four
ypes; i.e. anionic, cationic, zwitterionic and non-ionic. Ionic

∗ Corresponding authors. Tel.: +34 963877343; fax: +34 963879349.
E-mail addresses: rmaez@qim.upv.es

R. Martı́nez-Máñez), juansoto@qim.upv.es (J. Soto).
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urfactants are produced in large amounts and are widely used for
ndustrial and domestic purposes, household cleaning products,
osmetic formulations, biochemistry research laboratories, agri-
ultural and horticultural chemicals. Due to their anthropogenic
rigin and extensive use, it is quite usual to find those anions in
nvironments such as lakes and rivers where they can cause seri-
us environmental problems mainly due to foam formation and
ecause they act as transfer system of other pollutants (petroleum
roducts, oils, pesticides and organochlorine compounds). Addi-
ionally, although most anionic surfactants in use today are
iodegradable and non-toxic to humans [1], several authors have

eported impair in respiratory function in fish caused by damage
o the gill epithelium at concentrations of surfactants as low as
ppm [2]. Apart from the efforts developed in the study of degra-
ation processes of this family of compounds to reduce their
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piece was cut out for ion-selective membranes and glued onto a
PVC tube containing 0.01 M sodium dodecyl sulfate-TRIS pH
7, 0.01 M NaCl as the internal filling solution. The electrodes
were conditioned by soaking overnight in a solution containing

Table 1
Composition of the membranes

Membrane L PVC NPOE DBP TOABr

A 3.4 36.8 – 56.0 3.8
B 3.0 41.0 – 56.0 –
18 J. Lizondo-Sabater et al.

nvironmental impact, another important aspect is the design of
ew and improved methods for their determination. Thus, envi-
onmental protection services have shown considerable interest
n developing rapid methods for the determination of trace
mounts of anionic surfactants. A number of methodologies
or the determination of these environmentally important anions
ave been reported such as titrimetry [3], spectrophotometry[4],
pectrofluorimetry [5], chromatography [6] and optical sens-
ng [7]. However, some of these well-known methods require
edious procedures and they are not generally suitable for in
itu or at-site quantitative determinations. As an alternative we
ave reported recently a novel organic solvent-free approach for
he colorimetric determination of anionic surfactants in water
ased on supramolecular concepts [8]. Another option to these
lassical methods is the use of ion-selective electrodes [9,10].
owever, these still show certain problem mainly related with

eproducibility and signal stability. Most of the reported ISE
or anionic surfactants use simple quaternary ammonium salts
s ionophores. The main trouble in the use of this class of
eceptors is that they can only display electrostatic interac-
ions and there are in the literature relatively few examples
tudying the potential use of advanced hosts as ionophores;
.e. able to multiple electrostatic and hydrogen bonding inter-
ctions. In this line, we have recently reported the design
nd use of the aza-oxa macrocycles 7,13-bis(n-octyl)-1,4,10
rioxa-7,13-diazacyclopentadecane and 7-methyl-7,13-bis(n-
ctyl)-1,4,10-trioxa-13-aza-7-azonia-cyclopentadecane as an
lternative active carriers to simple quaternary ammonium salt
or the selective detection of anionic surfactants. Two recent
eviews have been published covering the topic of surfac-
ant ISEs [11,12]. Following our general interest in anion
ensing [13], anion-selective electrodes [14] and in particular
SEs for the detection of anionic surfactants [15,16] we report
erein the use of a cyclam derivative (1,4,8,11-tetra(n-octyl)-
,4,8,11-tetraazacyclotetradecane) as carrier in the development
f PVC-based membrane ion-selective electrodes for anionic
urfactants.

. Experimental

.1. Apparatus

The potentiometric measurements were performed with a pH-
eter (GLP22 Crison pH/mV meter). A Crison 52–40 double

unction Ag/AgCl reference electrode-containing 0.1 M NaCl
olution in the outer compartment was used. The internal refer-
nce electrode was a Hg/Hg2Cl2 electrode (XR100 Radiometer
openhagen). A Metrohm 6.0507.120 ionic surfactant electrode
as used as commercially available electrode. Potentiometric

itrations were conducted with the help of an automatic burette
nd a titriprocessor using a 25.0 ± 0.1 ◦C water-thermostated
essel and an automatic burette.
.2. Reagents and solutions

Poly(vinyl chloride) of high molecular weight (PVC), 2-
itrophenyl octyl ether (NPOE), dibutyl phthalate (DBP), N-2-

C
D
E
F

nta 75 (2008) 317–325

ydroxyethyl-piperazine-N′-2-ethanesulfonic acid (HEPES)
nd tris(hydroxymethyl)aminomethane (TRIS) were purchased
rom Sigma–Aldrich. Tetrahydrofuran (THF), acetonitrile and
etra-n-octylammonium bromide (TOAB) were purchased from

erck. Acetate, chloride, bromide, sulfate, thiocynate, perchlo-
ate, iodide, nitrate, phosphate, oxalate, carbonate, nitrite, sulfite
nd iodate solutions were prepared from potassium salts pur-
hased from Scharlau. Dodecyl sodium sulfate (CH3(CH2)11
SO3Na) (NaDS) was purchased from Merck. Others anionic

urfactants, hexyl sodium sulfate (CH3(CH2)5OSO3Na), decyl
odium sulfate (CH3(CH2)9OSO3Na), tetradecyl sodium sul-
ate (CH3(CH2)13OSO3Na), 1-decanesulfonic acid sodium
alt (CH3(CH2)9SO3Na) and isethionic acid sodium salt
HOCH2CH2SO3Na) were purchased from Acros Organics.
holic acid sodium salt (C24H39O5Na), glycodeoxycholic acid

odium salt (C26H42NO5Na), hexadecyltrimethylamonium bro-
ide (CH3(CH2)15N(CH3)3Br), t-octylphenoxypolyethoxye-

hanol (Triton X-100) and myristyl sulfobetaine (CH3(CH2)13
+(CH3)2CH2CH2CH2SO3

−) surfactants were purchased from
igma–Aldrich. Alkylbenzenesulfonate sodium (Na-LAS) was
btained from Petresa. Calcium, sodium, magnesium and
mmonium solutions were prepared from chloride salts
urchased from Scharlau. The reagent used for potentio-
etric titrations of anionic surfactants was a 0.004 mol/L
egoTrant A100 (1,3-didecyl-2-methylimidazolium chloride)
olution from Metrohm. Working solutions were prepared by
ilution with deionised-distilled water (Milli-Q water purifi-
ation system). Experiments were performed at 25 ◦C in
n argon atmosphere. The cyclam derivative 1,4,8,11-tetra(n-
ctyl)-1,4,8,11-tetraazacyclotetradecane (L) was synthesised
ollowing literature procedures [14c].

.3. Membrane preparation and electrode construction

Membranes containing different composition were stud-
ed. These are shown in Table 1. The membranes A–E were
repared by dissolving 0–25.7 mg of the receptor 1,4,8,11-
etra(n-octyl)-1,4,8,11-tetraazacyclotetradecane (L), 0–21.0 mg
OAB, 200 mg PVC and 0–300 mg of DBP or NPOE in 5 mL of

etrahydrofuran. This solution was poured into a glass dish 5 cm
n diameter. The solvent was allowed to evaporate overnight and

transparent membrane was obtained. A 6 or 7 mm diameter
– 40.0 – 56.0 3.8
4.9 39.6 – 56.0 –
3.0 40.0 57.0 – –
– 43.4 – 56.6 –



/ Talanta 75 (2008) 317–325 319

0
e

2

t
f
o
e
T
c
m
e
w
o
w
u
w
i
v
p

3

3

i
a
s
L
m
a
(
t
v
r
b
w
i
o
g
o
i
t
d

t
i
i
o
t
a
w
p
fi
t
b
n
c
F
w
c
r
a
s
t
s

T
V
(

M

A
B
C
D
E

J. Lizondo-Sabater et al.

.01 M sodium dodecyl sulfate-TRIS pH 7. When not in use, the
lectrode was kept immersed in the same solution.

.4. emf measurements

The external reference electrode was a saturated calomel elec-
rode and an electrode body ISE of Fluka ref. 45137 was used
or all emf measurements. Potentiometric measurements were
btained by using the following cell assembly: external refer-
nce electrode| test solution |membrane| 0.01 M DS−, 0.01 M
RIS, 0.01 M NaCl| Ag/AgCl. All potential measurements were
arried out at pH 7 (0.01 M TRIS) on a GLP22 Crison pH/mV
eter. Other buffers such as HEPES were also tested but gen-

rally worse electrode response was found. The detection limit
as defined as the intersection of the extrapolated linear regions
f the calibration graph. Potentiometric selectivity coefficients
ere determined according to the fixed interference method
sing 0.01 M solutions of interfering ion. Activity coefficients
ere calculated according to Debye-Hückel approximation. Cal-

bration curves were constructed by plotting the potential, E,
ersus the logarithm of the sodium dodecyl sulfate activity at
H 7.0.

. Results and discussion

.1. Influence of membrane composition

Following our general interest in anion coordination chem-
stry and signalling, receptor L was synthesised and tested
s ionophore in PVC-membrane electrodes. The use of this
omewhat complex receptor is motivated by the presence in

of multiple binding sites that might result in an enhance-
ent in selectivity and coordination ability due to both entropic

nd enthalpic factors. The receptor L is a tetraaza macrocycle
see Scheme 1) containing a cyclam core (cyclam = 1,4,8,11-
etraazacyclotetradecane). Cyclam and cyclam derivatives are
ery well-known ligands that have been extensively used as
eceptors for both metal cations and anions [17–19]. Cyclam
ehaves as a tetrabase and it has four protonation constants in
ater. It contains two relatively basic amines and at neutral pH

s in its di-cationic form. It is specially the protonated forms
f L that are expected to display both electrostatic and hydro-
en bonding interactions with anionic groups such as those

f anionic surfactants. Part of the work we develop herein is
nspired on some previous studies by us showing the forma-
ion of strong complexes between polyazaoxacycloalkanes and
odecyl sulfate in aqueous environments [15].

g
t
r
m

able 2
ariation of potentiometric response properties with composition of various membran

TRIS pH 7)

embrane Slope (mV/decade) Linear range (mol dm−3) Lim

−60.0 2.0 × 10−3 to 7.9 × 10−6 4.0
−53.2 2.5 × 10−3 to 3.2 × 10−5 2.0
−59.0 3.2 × 10−3 to 4.3 × 10−6 2.5
−73.5 3.2 × 10−3 to 4.0 × 10−5 1.1
−59.5 2.5 × 10−3 to 4.0 × 10−5 2.0
Scheme 1. Representation of ionophore L.

As it has been reported, the response of ion-selective elec-
rodes in terms of selectivity and sensitivity depends on the
onophore but also on the final composition of the membrane
ngredients, the plasticizer used and the presence of cationic
r anionic additives. Therefore, in a first step several propor-
ions of the membrane components ionophore, plasticizer, PVC
nd cationic additives were tested. All the membranes prepared
ere studied against dodecyl sulfate. Among the electrodes pre-
ared with different membrane compositions, Table 1 shows
ve selected ones (electrodes A–E). Electrode A and B con-

ain membranes with a similar composition the only difference
eing the presence in the later of the cationic additive tetra-
-octylammonium bromide (TOAB). The membrane C also
ontains the TOAB additive but lacks of the presence of L.
inally, the electrodes D and E represent certain studies related
ith the presence of a higher proportion of L in the membrane

omposition and a change in plasticizer (from DBP to NPOE),
espectively. A comparison of the response of electrodes A–C
gainst anions are shown in Fig. 1, whereas Table 2 shows
ome electrode characteristics. Electrodes A and B containing
he cyclam-based carrier L show a remarkable selective Nern-
tian response to dodecyl sulfate (DS−) whereas other anions
ave a poorly defined response or no response at all. In con-

rast, electrode C that does not contain L, show a preferential
esponse to perchlorate. By comparison of membrane A with
embrane C it is also apparent that the former display a better

es based on Table 1 for DS−-selective electrodes measured in buffered solutions

it of detection (mol dm−3) Lifetime (days) Response time (s)

× 10−6 144 2.8 ± 1.2
× 10−5 5 –
× 10−6 28 –
× 10−5 – –
× 10−5 25 –
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ig. 1. Response of the PVC-based membrane electrode A (a), electrode B (b)
♦) NO3

−; (�) ClO4
−; (×) NO2

−; (©) SO4
2−; (�) H2PO4

−/HPO4
2−; (+) IO3

erformance in terms of selectivity (see Fig. 1) and lifetime sug-
esting that L displays a decisive role in the membrane response.
dditionally, Table 2 shows that the best electrode in terms of

lope, stability, reproducibility and lifetime was that prepared
ith membrane A. A comparison of the response found with
embranes A and B shows that, in our case, the presence of

he lipophilic cationic additive increases significantly the life-
ime of the A electrode. The better performance of electrode

versus B or C in term of lifetime can be seen in Fig. 2 that
hows a comparison of slope observed in their response to DS−

s a function of time (days); i.e. whereas electrode B is highly
nstable and electrode C can only be used for 8 days, electrode
shows an acceptable slope (within 80% of the initial) for near
months. This result is in line with other reported systems that

1
i
i
w

lectrode C (c) at pH 7 in the presence of certain anions: (�) Dodecyl sulfate;
) I−; (�) SCN−; (�) Cl−.

how an enhanced response by the incorporation into the mem-
rane of lipophilic ionic sites with a charge sign opposite to
hat of the primary ion [20]. At the same time, the incorpo-
ation of ionic additives lowers the electrical resistance of the
embrane, which is especially important for the potential devel-

pment of microelectrodes [21]. Table 3 illustrates the electrode
haracteristics of electrode A obtained at various time intervals.
he electrode A exhibited good reproducibility in slope, lin-
ar concentration range and detection limit for 16 weeks, but
light drifts in its slope and detection limit were observed after

9 weeks. Additionally, Table 2 shows that a larger amount of
onophore (compare membrane D with membrane B) results
n a poorer response towards DS−. Changes in the plasticizer
ere also tested. In our case, the non-polar dibutyl phthalate
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ig. 2. Plot of the slope of electrodes A–C in the presence of DS− vs. time
days).

BP (ε= 6.4, membrane A) results in membranes showing a

uch better performance than when more polar plasticizers such

s 2-nitrophenyl octyl ether NPOE (ε= 14, membrane E) were
sed.

able 3
he life time study of the DS−-selective membrane A

eriod
weeks)

Slope
(mV/decade)

Linear range (M) Detection
limit (M)

1 −60.0 2.0 × 10−3 to 7.9 × 10−6 4.0 × 10−6

2 −60.0 2.0 × 10−3 to 7.9 × 10−6 4.0 × 10−6

3 −60.0 2.0 × 10−3 to 7.9 × 10−6 4.0 × 10−6

4 −60.0 2.0 × 10−3 to 7.9 × 10−6 4.0 × 10−6

5 −60.6 2.5 × 10−3 to 7.9 × 10−6 5.0 × 10−6

6 −60.1 1.1 × 10−3 to 1.1 × 10−5 6.8 × 10−6

7 −60.0 2.8 × 10−3 to 4.5 × 10−5 5.8 × 10−6

8 −60.1 2.2 × 10−3 to 5.0 × 10−5 4.0 × 10−6

9 −60.0 2.5 × 10−3 to 4.0 × 10−5 8.9 × 10−6

0 −60.1 1.4 × 10−3 to 7.9 × 10−5 1.6 × 10−6

1 −60.1 2.2 × 10−3 to 4.0 × 10−5 5.6 × 10−6

2 −9.2 2.6 × 10−3 to 4.2 × 10−5 5.8 × 10−6

3 −58.0 1.9 × 10−3 to 4.2 × 10−5 6.2 × 10−6

4 −57.0 2.2 × 10−3 to 4.2 × 10−5 6.1 × 10−6

5 −56.9 2.2 × 10−3 to 4.2 × 10−5 6.0 × 10−6

6 −56.0 5.2 × 10−3 to 7.9 × 10−6 5.6 × 10−6

9 −54.0 5.2 × 10−3 to 1.0 × 10−5 5.9 × 10−6

0 −54.0 4.6 × 10−3 to 1.0 × 10−5 5.9 × 10−6

1 −44.1 4.0 × 10−3 to 2.5 × 10−5 1.3 × 10−5
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The receptor L was introduced in the membrane in their
nprotonated form. Electrodes made with this ionophore, how-
ver, gave an anionic response (see for instance response of
embrane B) suggesting that it is finally protonated in the mem-

rane. This protonation of the cyclam derivative can be reached
uring the stabilization of the membrane when in contact with
queous solutions or could also be favoured by some residual
cid that usually contains PVC. Although protonation stabil-
ty constants cannot be determined in the PVC membranes, the
egree of protonation might be estimated by comparison with the
rotonation constants in aqueous media. It has been reported that
onophore L behaves as tetra-protic base in dioxane:water mix-
ures [14c]. The first two protonation constants (L + H+ = LH+,
H+ + H+ = LH2

2+, log K = 10.12 and log K = 7.04, respectively)
re less basic than the corresponding protonation of cyclam in
ater (log K = 11.59 and log K = 10.62). In contrast L acts as a

tronger base than cyclam when the last two protonations are
ompared (the logarithm of the last two protonations for cyclam
n water are log K = 1.61 and log K = 2.42) [22]. In general the
rotonation behaviour of L is similar to other tetra-substituted
yclam derivatives. The values of the protonation constants of L
n dioxane:water mixtures suggest that a mixture of the species
HL]+ and [H2L]2+ would most likely exist in the prepared mem-
ranes when those are left in contact with an aqueous solution
t neutral pH.

.2. Effect of pH and influence of the buffer

The influence of pH on the potential response of the elec-
rode A was studied at a fixed concentration of DS− of
× 10−4 mol dm−3 over a pH range 4–11. The pH was var-

ed by potassium hydroxide and hydrochloric acid addition. The
lectrode potential is independent on the pH range 5–8.5 and the
H 7 was chosen as the pH for the following studies. At basic pH
he potential decreases most likely due to a membrane response
o the OH− anion.

Then effect of the buffer used in the response towards DS−
f electrodes A and B was also studied. A better response was
ound to TRIS-buffered solutions of DS− than when HEPES was
sed. Thus for instance, electrode A displays in TRIS a Nernstian
lope of −60.0 ± 0.9 mV/decade over a relatively wide concen-
ration range (2.0 × 10−3 to 7.9 × 10−6 mol dm−3) and a limit of
etection of 4.0 × 10−6 mol dm−3, whereas in HEPES show sig-
ificantly poorer figures with a slope of −51.0 ± 0.8 mV/decade,
inear range of 5.4 × 10−3 to 7.4 × 10−5 mol dm−3 and a detec-
ion limit of 3.2 × 10−5 mol dm−3.

.3. Response time

The response time of electrode A was evaluated by measuring
he time required to achieve a steady-state potential [23,24]. A
esponse time of 3.5 s was found as the time required for the elec-
rode to reach a potential within ±1 mV of the final equilibrium

hen the measurements were performed alternatively in 10−3 M

nd 10−5 M solutions of dodecyl sulfate. The standard devia-
ion of the response time calculated from six measurements was

1.4 s. When the measurements were carried out alternatively
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Table 4
Potentiometric selective coefficients for electrode A

Interfering ion (B) K
pot
DS−,B (−log) Interfering ion (B) K

pot
DS−,B (−log)

ClO4
− 1.9 Br− 3.1

HCO3
− 2.2 IO3

− 3.2
SCN− 2.6 NO2

− 3.2
NO3

− 2.8 SO3
2− 3.2

CH3COO− 2.8 H2PO4
−/HPO4

− 3.4
I
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n a 10−3 M solution of dodecyl sulfate and deionised-distilled
ater, the response time of the electrode was 2.8 ± 1.2 s.

.4. Response of the electrode to anionic surfactants

We carried our several studies with electrode A in relation
o its response in the presence of surfactants. As it has been
hown in Fig. 1, the electrode A displays a remarkable selec-
ive response to DS−, the electrode show certain response to
lO4

− and HCO3
− and a very poor change of the potential in

he presence of the anions NO3
−, NO2

−, SO4
2−, phosphate,

O3
−, I−, SCN− or Cl−. Although cyclam derivatives are well-

nown anion coordination systems, they can also act as ligand
or cations coordination, therefore, a study of the response of
lectrode A to the usually water-present cations Na+, NH4

+,
a2+ and Mg2+ was carried out. The results are shown in Fig. 3.
s it can be seen the electrode displays negligible response to

hese species when compared with that found for DS−.
In order to quantify the selective behaviour found for elec-

rode A towards dodecyl sulfate, we have carried out studies
o determine selectivity coefficients. Selectivity is one of the

ost important characteristics of electrodes that gives an idea
f the preference of the sensor for the primary ion with respect

o potentially interfering species and display the ability of dis-
inguish this ion from a complex mixture. The potentiometric
electivity coefficients (Kpot

DS−,X− ) of electrode A were calcu-

ig. 3. Response of the PVC-based membrane electrodes A at pH 7 in the
resence of DS− and certain cations: (�) Na+; (�) Mg2+; (�) NH4

+; (�) Ca2+;
�) Dodecyl sulfate.
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− 2.8 C2O4
2− 4.0

l− 3.1 SO4
2− 4.3

ated by means of the fixed interference method considering
odecyl sulfate (DS−) as the principal anion and using concen-
rations of 1.0 × 10−2 mol dm−3 for interfering anions.Kpot

DS−,X−
as calculated with Eq. (1) [25]:

pot
ij = aDS−

(aX− )zDS−/zX− (1)

here aDS− is the activity of the primary ion, DS−, aX− the activ-
ty of the corresponding interfering ion, and zDS− and zX− are
he corresponding charge of the primary ion and the interfering
on, respectively. All the measurements were carried out at pH
.0 buffered with TRIS. The calculated selectivity coefficients
re listed in Table 4. These values clearly show that A behaves
s a selective electrode for the anion dodecyl sulfate (DS−) over
ther different ion tested. The selectivity sequence for A was
S− > ClO4

− > HCO3
− > SCN− > NO3

− ≈ CH3COO− ≈ I− >
l− > Br− > IO3

− ≈ NO2
− ≈ SO3

2− > phosphate > C2O4
2− >

O4
2−. The electrode shows some deviations from the

offmeister series (ClO4
− > SCN− > I− > NO3

− > Br− > Cl− >
CO3

− > CH3COO− > SO4
2− > HPO4

2−) being the most
ignificant that found for the hydrophilic anion bicarbonate.
lthough this deviation is not very important in relation to the

elective behaviour found for DS−, it can be related with certain
referential coordination of certain anions such as carbonate
ith the receptor L in the PVC media. As can be seen in
able 4, the logarithm of the selectivity coefficients determined
or electrode A are in general lower than −2.6 (except for
lO4

− and HCO3
−) indicating that most of the anions would

ot significantly disturb the determination of dodecyl sulfate in
eal samples.

Another study carried out with electrode A was to deter-
ine the response of the electrode towards different surfactants.
s it is well-known surfactants can be divided in anionic,

ationic, non-ionic and zwitterionic. As it can be seen in
ig. 4 electrode A displays a different response to these
roups of surfactants. As seen above, electrode A displays
Nernstian response to DS− (an alkyl sulfate). Also a lin-

ar but sub-Nernstian outcome was found in the presence
f to Na-LAS (an alkylbenzene sulfonate) in a wide con-
entration range. In contrast a poorer response was found
or the 1-decanesulfonic acid sodium salt and no response

as observed in the presence of the isethionic acid sodium

alt (alkylsulfonate). Neither response was found for t-
ctylphenoxypolyethoxyethanol (a non-ionic surfactant) and
holic acid and glycodeoxycholic acid (anionic surfactants
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Fig. 4. Response of the PVC-based membrane electrodes A at pH 7 in the
presence of certain surfactants: (�) Dodecyl sulfate; (�) Hexadecyltrimethylam-
m
(
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Fig. 5. Potentiometric titration curve of dodecyl sulfate (10−4.5 M) with 0.04 M
TegoTrant A100 as titrant in water.

Table 5
Analysis of the anionic surfactants concentration in water by using electrode A
and a commercially available Metrohm electrode

Samples Metrohm (mmol dm−3)f Electrode A (mmol dm−3)f

Lab-1a 0.313 ± 0.001 0.322 ± 0.012
Lab-2b 0.032 ± 0.001 0.035 ± 0.002
Lab-3c 0.100 ± 0.001 0.110 ± 0.001
Lab-4d 0.034 ± 0.001 0.037 ± 0.001
River water-1e 0.002 ± 0.001 0.004 ± 0.001
River water-2e 0.052 ± 0.001 0.073 ± 0.007

a Sample Lab-1 contains 0.316 mmol dm−3 of DS−.
b Sample Lab-2 contains 0.032 mmol −3 DS− and 0.031 mmol −3 CH3(CH2)5

OSO3Na.
c Sample Lab-3 contains 0.032 mmol −3 DS−, 0.031 mmol −3 CH3(CH2)5

OSO3Na, 0.030 mmol −3 CH3(CH2)13OSO3Na and 0.031 mmol −3 CH3(CH2)9

SO3Na.
d Sample Lab-4 contains 0.032 mmol −3 DS−, 0.031 mmol −3 CH3(CH2)9

SO3Na, 0.031 mmol −3 CH3(CH2)13N+(CH3)2CH2CH2CH2SO3
−,

0

4

t
m
w

moniun; (�) N-tetradecyl-N,N-dimethyl-3-ammonium-1-propanesulfonate;
�) Triton X-100; (�) 1-Decane sulfonic acid; (©) Decyl sulfate; (�) Isethionic
cid; (�) Alkylbenzenesulfonate; (+) Cholic acid; (♦) Glycodeoxycholic acid.

ontaining carboxylate groups). In the presence of the zwitteri-
nic surfactant N,N,-dimethyl-3-ammonio-1-propanesulfonate
very poor no well-defined cationic response was found. More-
ver, the electrode A displays a clear non-linear response in
he presence of the cationic surfactant hexadecyltrimethylam-

onium bromide.

.5. Analytical applications

The new electrode has been used for the determination of
S− in water by titration using electrode A in conjunction with

n Ag/AgCl reference electrode and the results have been com-
ared with those obtained for the commercially available “Ionic
urfactant” electrode from Metrohm. In a typical experiment,
0 mL of the corresponding sample mixture was placed in a
eaker with 2.5 mL of methanol and 5 mL of buffered water
t pH 3. The electrodes were immersed in the cell and the
olution was titrated using 0.004 mol dm−3 TegoTrant A100.
ig. 5 shows a typical sigmoidal shape of the curve obtained
rom the titration of DS−. The titration volume was measured
s the inflection point of the titration curve. Table 5 shows

he results obtained for the analysis of anionic surfactants in
ertain prepared and natural samples by using electrode A
nd the Methrom electrode. An accurate determination was
bserved.

a
t
T
s

.031 mmol −3 C24H39NaO5 and 0.032 mmol −3 Triton X-100.
e Natural samples form river water.
f Averaged values from three measurements.

. Conclusions

As far as we know we have used herein for the first
ime the very well-known cyclam ligand as carrier in PVC

embrane ion-selective electrodes for anionic surfactants. L
as used as an alternative ionophore to simple quaternary
mmonium salts. The electrode A contains a membrane of
he following composition: 56% DBP, 3.4% ionophore, 3.8%
OABr and 36.8% PVC. This electrode displays a Nernstian
lope of −60.0 ± 0.9 mV/decade over the 2.0 × 10−3 to
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.9 × 10−6 mol dm−3 concentration range and shows a limit of
etection of 4.0 × 10−6 mol dm−3. The electrode can be use
o a period of 144 days without showing significant changes
n the value of slope or working range. The electrode showed

clear anionic response to DS− and to Na-LAS and a much
oorer response to other anionic surfactants and to non-ionic
urfactants. The selective sequence found for electrode A was
S− > ClO4

− > HCO3
− > SCN− > NO3

− ≈ CH3COO− ≈ I− >
l− > Br− > IO3

− ≈ NO2
− ≈ SO3

2− > phosphate > C2O4
2− >

O4
2−. Furthermore, most of the potentiometric coefficients

etermined are relatively low indicating that most common
nions would not interfere in the DS− determination. The new
lectrode A has been used for the determination of DS− in
ater samples by titration procedures.
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bstract

Immobilized phospholipid capillary electrophoresis (IPCE) was developed for studying the interactions between a set of nonsteroidal anti-
nflammatory drugs (NSAIDs) and membrane and predicting the biological activity of NSAIDs. Supported vesicle layers and supported phospholipid
ilayers were attached to the inner surface of a capillary wall simply by rinsing with liposome solutions. The liposomes, composed of soybean
hosphatidylcholine (SPC) or SPC and different proportions of cholesterol (Ch), were small unilamellar vesicles prepared by sonication. The
ormalized capacity factor (KIPCE) was introduced into IPCE for evaluating drug–membrane interactions. Related theories and equations were
erived to calculate KIPCE values from apparent migration time of a solute and electroosmotic flow. The strong relationships were observed
etween log KIPCE (SPC) values and log Klw values (the partition coefficients determined in free SPC-liposome partitioning system) (R = 0.9855
nd P < 0.0001) or log KILC values (the normalized capacity factors determined by immobilized POPC-liposome chromatography, POPC represents

-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine) (R = 0.9875 and P < 0.0001). In addition, log KIPCE (SPC/Ch 80:20%) values correlated well
ith the pIC50 (the minus logarithm of IC50) values for cyclooxygenase 2 determined on intact cells (R = 0.959 and P < 0.001). These results

onfirmed that IPCE, KIPCE value as evaluation index, can be effectually used for studying drug–membrane interactions and it has the potential to
redict drug activity. Cholesterol-containing (20 mol%) liposomes may be more suitable to mimic real cell membrane.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Interest in liposome as model membrane for the study of inter-
ctions between membrane and drugs or biologically important
olecules is rapidly increasing, since liposomal lipid bilayers

re structurally similar to biomembrane [1,2]. Nowadays, there
re several liposome-related methods available for studying
olute–membrane interactions, such as free liposome partition-
ng system [3–5], immobilized artificial membrane (IAM) [6,7],
mmobilized liposome chromatography (ILC) [8–11] and lipo-
ome electrokinetic capillary chromatography (LECC) [12–16].
he free liposome partitioning method is a classical technique

sed to determine membrane partition coefficients of solutes.
owever, the method not only is time-consuming and tedious,
ut also requires large amount of samples and liposomes. In
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nti-inflammatory drugs; Drug–membrane interactions

AM, a monolayer of phospholipid analogs is covalently bonded
o silica particles at high-molecular surface density, but fails to

imic the bilayer structure of biomembrane. In ILC, liposomes
re entrapped in gel beads and analysis is directly performed on
iposomal membrane. Generally, the preparation of immobilized
iposome chromatographic columns is tedious, time-consuming
nd costly.

In LECC, liposomes are used as carrier in an electrophoretic
uffer solution and act as pseudostationary phase providing sites
f interaction for solutes. LECC has an essential advantage that
nalysis time is much shorter and the consumption of phospho-
ipids, liposomes and samples is much less. Nevertheless, the

ain shortcoming of LECC is the existence of an elution win-
ow that limits the dynamic range for compounds [14]. Besides,
he consumption of liposomes as a free flowing pseudostation-

ry phase is still high and LECC is unfit for direct coupling to
ass spectrometry.
In recent years, liposomes have been developed as

oating materials in capillary electrophoresis because this
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iposome-coating technique can overcome some drawbacks of
ECC. Cunliffe et al. [17] coated the inner wall of silica capillary
ith 1,2-dilauroyl-sn-phosphatidylcholine (DLPC) by rinsing

he capillary repeatedly with a solution of small unilamellar
esicles prepared by sonication. In their research, phospho-
ipid bilayers were not intentionally applied as chromatographic
tationary phase rather to prevent protein adsorption. Later,
iekkola and co-workers [18–22] published a series of papers
escribing the methodologies to prepare a coated capillary with
iposome solutions. The prepared capillaries showed the ability
o separate neutral compounds (e.g. steroids and phenols) due
o the difference in interactions between neutral compounds and
iposomal membrane. Manetto et al. [23] prepared a liposome-

odified capillary for studies of acidic drugs–liposome binding,
hich was expressed as free binding energy changes [�(�G◦)]

elatively to an arbitrarily selected standard (aspirin).
In the present study, capillary electrophoresis with a

iposome-coated capillary was used to study the interactions
etween a set of nonsteroidal anti-inflammatory drugs (NSAIDs)
nd membrane and predict the biological activity of NSAIDs.

hen a capillary was coated with liposomes, the final form of
oating in the inner wall of a capillary was supported phos-
holipid bilayers or supported vesicular layers or both of them
epending on the conditions during the coating procedure [24].
owever, analysis was directly performed on phospholipid
ilayers no matter what the final form of coating was. There-
ore, capillary electrophoresis with a liposome-coated capillary
as shortly called for immobilized phospholipid capillary elec-

rophoresis (IPCE) in our paper. The normalized capacity factor
KIPCE) was introduced into IPCE as an index for evaluating
rug–membrane interactions. Related theories and equations
ere derived to calculate KIPCE values. The properties of IPCE

or studying drug–membrane interactions were investigated by
omparing KIPCE with the partition coefficient (Klw) in free lipo-
ome partitioning system, the ILC normalized capacity factor
KILC) and the IAM chromatographic retention factor (kIAM

w ). In
rder to further assess the capability of IPCE for predicting drug
ctivity, the relationship between KIPCE and IC50 for cyclooxy-
enase 2 (COX-2) determined on intact cells was investigated.
C50, an index of NSAIDs activity, is NSAIDs concentration
equired for 50% inhibition of COX-2.

. Experimental

.1. Materials

Cholesterol (Ch), Tris and phosphate were purchased from
ational Medicine Co. Ltd. (Shanghai, China). Soybean
hosphatidylcholine (SPC) was prepared from commercially
vailable soybean powder phospholipids by solvent extraction
nd column chromatography (purity 92.80%) [25]. A set of
odel drugs, NSAIDs, e.g. sulindac was from National Institute

or the Control of Pharmaceutical and Biological Products (Bei-

ing, China), oxaprozin, ibuprofen, naproxen, indomethacin and
alicylic acid were provided by Tianmen Pharmaceutical Factory
Tianmen, Hubei, China), diclofenac sodium by Shashi Phar-
aceutical Factory (Shashi, Hubei, China), aspirin by Hubei

3
h
0
(
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harmaceutical Factory (Wuhan, Hubei, China), flubiprofen by
anwei Pharmaceutical Co. Ltd. (Shanghai, China), piroxicam
y Yupeng Pharmaceutical Co. Ltd. (Shanxi, China). Chloro-
orm and methanol were of analytical grade, obtained from
hanghai Medicine Company (Shanghai, China). Ultrapure dis-

illed water with a resistance greater than 17 M� was used (SG,
erman).

.2. Equipments

The CE experiments were carried out with a CAPEL-105
E system (LUMEX, Russia) which consists of a high-voltage
ower supply, a multi-wavelength UV–vis detector, a water
ooling circulating device for temperature control of the car-
ridge containing capillary and 1.5 X Chrom&Spec software
roviding data acquisition and evaluation. Uncoated fused-silica
apillaries of 50 �m i.d. and 375 �m o.d. were purchased from
ongnian Optic Fiber Plant (Hebei, China). Capillaries of 60 cm

n total length and 50.5 cm to detector were used. The pH of all
he buffers was measured with PHS-3C pH meter from REX
nstrument Factory (Shanghai, China).

.3. Determination of KIPCE by IPCE

.3.1. Sample and buffer preparation
The aqueous solutions of NSAIDs (0.3–0.7 mM) for injection

nto capillary were prepared by diluting their stock solutions
n methanol with water. 1% methanol in the sample solutions
as used as a marker for electroosmotic flow (EOF). All of

he sample solutions were stored in the refrigerator in the dark
t 4 ◦C. The pH of Tris buffer was adjusted to 7.4 with 1 M
ydrochloric acid. The concentration of Tris was 20 mM in pH
.4 Tris buffer.

.3.2. Preparation and characterization of liposomes
Appropriate amount of SPC or SPC and cholesterol was dis-

olved in chloroform in a round-bottom flask. The round-bottom
ask was placed in a rotary evaporator at 50 ◦C to produce a

hin layer of phospholipids on the inner surface of the flask.
he trace amount of solvent left was removed under vacuum for
everal hours. By vigorous vortex, the lipid film was hydrated
n Tris buffer at 50 ◦C to yield a suspension of multilamellar
esicles (MLVs) with a lipid concentration of ca. 3 mM. Unil-
mellar vesicles were produced from the suspension of MLVs
y KQ-100 sonication (Kunshan, Jiangsu, China) for several
inutes until the solution was clear. The resulting suspension

f unilamellar vesicles was filtered three times through 0.45 �m
norganic membrane from Shanghai Bandao Industrial Co. Ltd.
Shanghai, China) and the suspension obtained was directly used
or injection into capillary. All liposome solutions were used on
he day they were prepared. The average diameter and poly-
ispersity of liposomes containing SPC or SPC and different
roportions of cholesterol, which were analyzed by Zetasizer

000HS (Malvern Instrument Ltd, USA) fit to raw data which
ad been collected at 25 ◦C at an angle of 90◦, were 31.8 nm and
.334 for SPC/Ch (100:0 mol%), 35.4 nm and 0.366 for SPC/Ch
80:20 mol%), 33.7 nm and 0.348 for SPC/Ch (60:40 mol%),
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espectively. The size distribution of all the liposomes investi-
ated was not broader.

.3.3. Preparation of immobilized phospholipid capillaries
The pretreatment of a fresh capillary was as follows: under a

ressure of 996–998 mbar, a 15-min rinse with 1 M HCl, a 15-
in rinse with water, a 15-min rinse with 1 M NaOH, a 15-min

inse with water and in the end a 20-min rinse with Tris buffer.
coated capillary was prepared according to Ref. [18]. The

apillary was rinsed for 10 min with liposome solutions. Then it
as left to stand filled with the liposome solutions for 15 min.
inally, it was washed with Tris buffer for 5 min to remove the
nbound liposomes. The coated capillary was conditioned for
0 min with Tris buffer prior to analysis.

.3.4. Determination by IPCE
The experimental conditions were as follows: Tris buffer as

E buffer solution, voltage 20 kV, the temperature of capillary
assette 25 ◦C, UV detection at 210 nm, injection of each sam-
le for 10 s at 30 mbar. Each sample was measured alone in
rder to avoid the cross-contamination resulting from compe-
ition among drugs. The coated capillaries were rinsed with
iposome solutions for 1 min and CE buffer solutions for 2 min
etween runs. CE buffer solutions in both vials were changed
fter every six runs to ensure their quality. The KIPCE value of
er drug was the average for three runs.

.3.5. Theory
The apparent velocity (vobs) of a given solute is calculated

ccording to the following equation:

obs = l

tobs
(1)

here l is the effective length of capillary (from the injection
oint to the detector’s window); tobs is observed migration time;
obs can be visualized as a vector sum of the electromigration
elocity (vE) of a solute and the velocity of EOF.

Manetto et al. [23] have derived a factor R for the change of
lectromigration velocity of a solute if phospholipids are present
n capillary:

+
E = Rv−E (2)

here v+E and v−E are the electromigration velocities of a solute
n the presence and absence of phospholipids, respectively. The
alue of R is also related to the capacity factor (kIPCE):

= 1

1 + kIPCE
(3)

To obtain a normalized retention quantity, the normalized
apacity factor, KIPCE, being similar to that used in ILC [9], is
ntroduced.

= kIPCE = (v−E − v+E )/v+E (4)
IPCE
B B

here B is the amount of immobilized phospholipids in the inner
f capillaries during runs. The amount of immobilized phospho-
ipids is usually determined as being of phosphorus as described

t
m
(
t

(2008) 104–110

y Bartlett [26]. However, it is difficult to determine dynamically
he amount of immobilized phospholipids by Bartlett’s method.

In our experiments, not only immobilized phospholipids
ight leak out of the coated capillary during runs, but also the

oated capillary was repeatedly rinsed with liposome solutions
or 1 min between runs to ensure a more stable coating (see Sec-
ion 2.3.4). It was therefore difficult to accurately calculate B.
unliffe et al. [17] and Hautala et al. [18] reported that EOF vari-
tion could be utilized as an indirect measure of the completeness
f the coating of phospholipids and the evidence of leak of
hospholipids out of capillary. Thus, the change of electroos-
otic mobility between in phospholipid-coated capillary and in

ncoated capillary can be used to indirectly express the change of
mmobilized phospholipid amount during CE analysis. Hence,

IPCE can be also expressed as Eq. (5):

ILCE = (v−E − v+E )/v+E
Bmax(μ−

eo − μ+
eo)/μ−

eo
(5)

here Bmax is the maximal amount of immobilized phos-
holipids in the inner of capillaries, μ+

eo and μ−
eo are the

lectroosmotic mobility in the presence and absence of phospho-
ipids, respectively. Bmax is constant under identical experiment
onditions and liposome components. Provided that Bmax is
nmol, KIPCE can be calculated by Eq. (5) and expressed in the
nit of nmol−1. It is noticeable thatμ+

eo can be measured in each
un. Consequently, the change of the amount of immobilized
hospholipids can be dynamically observed during runs.

.4. Determination of Klw in free liposome partitioning
ystem

.4.1. Sample and buffer preparation
The pH of phosphate buffer was adjusted to 7.4 with 1 M

odium hydroxide. The concentration of KH2PO4 was 20 mM in
H 7.4 phosphate buffer. Appropriate amount of NSAIDs tested
n this study was dissolved in phosphate buffer by sonication,
xcept that oxaprozin was dissolved in methanol–phosphate
uffer (1:99, v/v).

.4.2. Determination
Klw values were determined in free liposome partitioning sys-

em according to literature [3]. SPC films were formed on the
all of round-bottom flask following rotary evaporation of 10 ml
PC solution (ca. 3 mM) in chloroform–methanol (2:1, v/v). The
esulting dried films were dispersed in 50 ml phosphate buffer,
o which one of NSAIDs (ca. 0.3 mM) had been added, by vortex

ixing for 15 min. This resulted in the formation of MLVs. Klw
alues were determined by using an equilibrium anti-dialysis
echnique. A dialysis bag with a cutoff of 10,000–12,000 Da
USA) was first filled with 5 ml phosphate buffer, then immersed
n 50 ml of drug-loaded liposome dispersion and magnetically
tirred. The concentrations of free drugs taken from the inner of

he dialysis bag at predetermined equilibrium times were deter-

ined by RP-HPLC with UV detection by using calibration plots
R > 0.999 and n = 5 or 6). For NSAIDs tested, it took 6–10 h
o reach the dialysis equilibrium in phosphate buffer. However,
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iroxicam and aspirin were transformed or hydrolyzed during
quilibrium. Thus Klw values of these two drugs in free liposome
artitioning system cannot be determined by the equilibrium
nti-dialysis technique. Loss of NSAIDs due to adsorption to
he dialysis membrane was also checked by recovery tests and
as found to be within the range of experimental error (the

ecoveries >95%). The Klw value of per drug was the average
or three times.

.4.3. Theory
According to Ref. [3], apparent partition coefficient,K′

lw, was
alculated from the distribution results by employing Eq. (6):

′
lw = (CT − Cw)w1

Cww2
(6)

here CT is the total initial concentration of drug in 50 ml of
rug-loaded liposome dispersion before equilibration, Cw the
nal aqueous buffer phase concentration of drug, w1 the weight
f aqueous buffer phase, and w2 the weight of phospholipids.
on-corrected partition coefficient, Klw, was calculated by Eq.
7):

lw = K′
lw(1 + 10pKa−7.4) (7)

. Results and discussion

.1. Evaluation of the coated capillaries

The capillaries were coated with the suspension of lipo-
omes containing SPC and different proportions of cholesterol
0, 20 and 40 mol%) by the procedure described in Section 2.3.3,
espectively. Cholesterol is an important component of human
ell membranes, so liposomes are closer to human cell mem-
rane if cholesterol is added into liposomes. Commonly the
ontent of cholesterol do not preponderate over one-third of
otal lipids in human cell [27]. Consequently, molar ratio of
holesterol in liposomes was just set as 20% and 40%, not being
ncreased to higher proportion in our experiments.

The nature of coating was investigated by monitoring the EOF
ariation for 21 consecutive runs. The coated capillaries were
insed with the liposome solutions for 1 min and Tris buffer for
min between runs in order to improve the stability of coating.
hen a capillary was coated with liposome dispersion, the EOF

n the capillary was suppressed from 4.45 × 10−8 m2 V−1 s−1

n the uncoated capillary to 2.17 × 10−8 m2 V−1 s−1 in a
ure SPC-coated capillary, suggesting that the phospholipids
ere successfully coated in the inner wall of capillaries. The
OF (2.31 × 10−8 m2 V−1 s−1) for the 20 mol% cholesterol-
ontaining coating was slightly faster than that for the pure SPC
oating, and the EOF (3.81 × 10−8 m2 V−1 s−1) for the 40 mol%
holesterol-containing coating was distinctly faster than that for
he pure SPC-coated capillary, probably because the amount of
hospholipids coated in the inner wall of capillaries decreased

hen cholesterol was added to SPC liposomes. The stability was
ood for the pure SPC-coated capillary, as can be seen from the
mall R.S.D. (6.8%) of EOF for 21 runs. Furthermore, R.S.D.
f EOF for the SPC/Ch (80:20 mol%) coated capillary and the

l
s
l
t

ig. 1. Correlation between log KIPCE (SPC) values and log Klw values for eight
SAIDs listed in Table 1.

PC/Ch (60:40 mol%) coated capillary was only 6.0% and 4.3%,
espectively, indicating that a more stable coating was achieved
hen adding cholesterol. This might be explained by the fact

hat cholesterol can minimize the movement of the acyl chains
n lipid bilayers and make lipid bilayers more rigid and gel-like
28]. These results accorded very well with the results obtained
n literature [18].

.2. Comparison between log KIPCE, log Klw, log KILC and
og kIAM

w

To evaluate a suitable IPCE mode for drug partitioning stud-
es, we compared log KIPCE values (SPC) measured by IPCE (the
apillary was coated with a pure SPC liposomes) with log Klw
alues measured in free SPC-liposome partitioning system
nd log KILC values measured by ILC. Some NSAIDs, which
re structurally unrelated molecules, were selected as solutes.
elated physico-chemical and biological data of NSAIDs were

hown in Table 1. Log KIPCE value and log Klw value for each
rug were the mean for three runs in our experiments. The
btained R.S.D.s for all log KIPCE values (R.S.D. ≤ 7.51%) and
og Klw values (R.S.D. ≤ 3.02%) were both satisfactory. The
etentions of nine NSAIDs on 1-palmitoyl-2-oleoyl-sn-glycero-
-phosphocholine (POPC) liposome chromatography column
9] were selected for a comparison because the head groups of
OPC were of the PC type, being the same as the head groups of
PC. The linear regressions were performed with origin, Version
.0 (OriginLab Corporation, USA).

As can be seen from Figs. 1 and 2, log KIPCE (SPC) val-
es correlated very well with log Klw and log KILC values
R > 0.98 and P < 0.0001), indicating that there is a very close
elationship between IPCE and free liposome partitioning sys-
em or ILC. The linear correlations between log KIPCE (SPC),

og Klw and log KILC values were expected since both the
ame kind of membrane system (lipid bilayers) and phospho-
ipids (SPC, POPC) with the same head groups were used in
hree methods. It was demonstrated that IPCE, KIPCE as an
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Table 1
KIPCE values ± S.D. (n = 3) and Klw values ± S.D. (n = 3) determined in our experiments and compilation of related physico-chemical and biological data obtained
from literatures

Compounds MW pKa
a Charge at

pH 7.40
log Kw

IAM b log KILC
c log Klw log KIPCE (SPC) log KIPCE

(SPC/Ch 80:20%)
log KIPCE

(SPC/Ch 60:40%)
IC50

d

Sulindac 356 4.26 – 1.80 1.26 1.60 ± 0.021 0.34 ± 0.011 0.40 ± 0.022 0.29 ± 0.011 112
Diclofenac sodium 318 4.50 – 2.43 2.71 2.47 ± 0.03 0.62 ± 0.019 0.70 ± 0.052 0.58 ± 0.024 1.1
Oxaprozin 293 4.19 – – – 1.99 ± 0.06 0.43 ± 0.017 0.60 ± 0.026 0.39 ± 0.013 –
Naproxen 230 4.84 – 1.26 1.43 1.68 ± 0.027 0.33 ± 0.009 0.52 ± 0.024 0.28 ± 0.013 5.65
Ibuprofen 206 4.41 – 1.12 1.48 1.88 ± 0.015 0.38 ± 0.013 0.40 ± 0.021 0.08 ± 0.003 72.8
Aspirin 180 3.48 – −0.95 −0.01 – 0.14 ± 0.007 0.10 ± 0.005 0.11 ± 0.004 278
Salicylic acid 138 3.01 – 0.05 0.91 1.46 ± 0.032 0.29 ± 0.009 0.23 ± 0.015 0.24 ± 0.006 725
Indomethacin 358 3.96 – 2.39 2.57 2.32 ± 0.062 0.57 ± 0.023 0.62 ± 0.013 0.31 ± 0.011 1.68
Piroxicam 331 4.50; 3.80 – 1.85 1.60 – 0.44 ± 0.020 0.62 ± 0.016 0.33 ± 0.025 0.604
Flubiprofen 244 4.27 – 2.02 1.91 2.04 ± 0.048 0.48 ± 0.024 0.68 ± 0.023 0.44 ± 0.009 0.102

Abbreviation: MW: molecular weight; log kIAM
w : logarithm of IAM chromatographic retention factor extrapolated to 100% aqueous phase (eluent: mixture of

acetonitrile/0.1 M sodium phosphate buffer 10:90%, v/v, pH 7.0); log KILC: logarithm of normalized capacity factor by immobilized liposome chromatography;
log Klw: logarithm of partition coefficient of a drug in free liposome partitioning system; log KIPCE (SPC), log KIPCE (SPC/Ch 80:20%), log KIPCE (SPC/Ch 60:40%):
logarithm of normalized capacity factor by immobilized SPC/Ch (100:0 mol%), (80:20 mol%), (60:40 mol%) phospholipid capillary electrophoresis, respectively,
with 20 mM Tris buffer (pH 7.40); IC50: NSAIDs concentration required for 50% inhibition of COX-2.

a Data calculated using advanced chemistry development (1994–2005 ACD/labs) Software Solaris V 467 (from SciFinder Scholar) except for diclofenac sodium
obtained from Ref. [29].
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b Data obtained from Ref. [7].
c Data obtained from Ref. [9].
d Data obtained from Ref. [30].

valuation index, could be used to study solute–membrane inter-
ctions.

Nevertheless, a closer look at Table 1, it was found that the
ata of IPCE were greatly less than that of free liposome parti-
ioning system and ILC for selected NSAIDs except for aspirin.
t was most likely because the amount of phospholipids coated
n the inner of capillaries was not taken into account in the calcu-
ation of KIPCE values (see Eq. (5)). In addition, the difference
etween KIPCE and Klw or KILC might be related to different
ethodology, PC source, liposomal lamellarity and buffer sys-

em. For instance, for IPCE (SPC) and ILC (POPC) method,

he fatty acyl chains of phospholipids used to prepare liposomes
ere different despite the same head groups of phospholipids.
he fatty acid composition (mol%) of SPC was mainly C16:0,

ig. 2. Correlation between log KIPCE (SPC) values and log KILC values for nine
SAIDs listed in Table 1.
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2.1%; C18:0, 3.3%; C18:1, 9.0%; C18:2, 66.2%; C18:3, 7.7%
31]. But the fatty acyl chain of POPC was C16 saturated acyl
hain at C-1 and C18 unsaturated acyl chain at C-2 [9].

IAM, where a monolayer of phospholipid analogs is cova-
ently coupled to a silica matrix, has been also used for studying
rug partitioning. The retentions of eight NSAIDs on the IAM
C.MG monolayer (an ester linkage between two C14 satu-
ated acyl chains and the glycerol backbone of the PC ligand)
ere taken from literature [7]. As can be seen from Fig. 3,

he log KIPCE (SPC) values for eight NSAIDs only showed a
oderate linear relationship with log kIAM

w values although the

ead groups of SPC used in IPCE were the same as that of
C.MG monolayer used in IAM. Similarly, the comparison
etween ILC (POPC) and IAM (PC.MG monolayer) has been
tudied by Lundahl and co-workers, and it was found that the

ig. 3. Correlation between log KIPCE (SPC) values and log kIAM
w values for nine

SAIDs listed in Table 1.
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Table 2
The correlations between pIC50 and log KIPCE values for a series of NSAIDs

SPC/Ch (mol%) Equations n R S P

100:0 pIC50 = − 3.736(±0.956) + 6.854(±2.263) log KIPCE (SPC) 9 0.753 0.944 <0.019
100:0 pIC50 = − 3.868(±1.637) + 7.250(±3.572) log KIPCE (SPC) 7 0.672 1.066 <0.098
80:20 pIC50 = − 4.629(±0.551) + 7.393(±0.982) log KIPCE (SPC/Ch 80:20%) 7 0.959 0.410 <0.001
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0:40 pIC50 = − 2.463(±0.982) + 5.625(±2.773) log KIPCE

n these equations, number in parentheses is the error of slope and intercept, r
tandard error of estimate and P is the probability.

og KILC values showed the weak relationship with the log kIAM
w

alues (R = 0.8899 and P < 0.001) [9]. The above regressions
ndicated that drug partitioning into liposomal lipid bilayers
as virtually different from drug partitioning into IAM mono-

ayer. Considering that liposomal lipid bilayers are structurally
imilar to biomembrane, liposome model (e.g. IPCE, free lipo-
ome partitioning system, ILC) is more suitable to study drug–
embrane interactions than IAM.

.3. Prediction of drug activity

It has been demonstrated that the major anti-inflammatory
echanism of NSAIDs is the inhibition of cyclooxygenase

COX), of which two forms defined as COX-1 and COX-2 exist
30,32]. Inhibition of COX-2 generates the activity of NSAIDs;
owever, inhibition of COX-1 does the side-effect of NSAIDs.
he penetration of cell membrane by NSAIDs has been reported

o have an important relationship with the anti-inflammatory
ctivity of NSAIDs [32]. Moreover, the results given in Sec-
ion 3.2 showed that IPCE, KIPCE as an evaluation index, could
e used to study membrane affinity of drugs. These lead us to
nvestigate the correlation between IC50 values for COX-2 deter-

ined on intact cells and KIPCE values determined by our IPCE
ethod. The IC50 value for COX-2 can be considered as an index

f NSAIDs activity.
As shown in Table 2, for nine NSAIDs, no significant corre-

ation was found between log KIPCE (SPC) values and pIC50 (the
inus logarithm of IC50) values for COX-2. It is important to

ote that all other NSAIDs except aspirin and sulindac possess
he structural features that allow enzyme inhibition by a com-

on mechanism. Aspirin has its additional acetylating capacity,
hereas sulindac is a prodrug that lacks the structural features

or the appropriate receptor binding and/or interaction [7]. To
erify the capability of log KIPCE (SPC) to predict the biologi-
al activity of NSAIDs again, we excluded aspirin and sulindac.
owever, it was a pity that no correlation between log KIPCE

SPC) values and pIC50 values for COX-2 was observed.
A relatively high correlation for NSAIDs except aspirin and

unlindac was observed between log KIPCE (SPC/Ch 80:20%)

alues and pIC50 values for COX-2, whereas no obvious corre-
ation was observed between log KIPCE (SPC/Ch 60:40%) values
nd pIC50 values for COX-2 (see Table 2). These demonstrated
hat SPC/Ch (80:20 mol%) liposome model might be fit to mimic
eal cell membrane and IPCE has the potential to predict the
iological activity of drugs.

[
[

[

[
[

/Ch 60:40%) 7 0.672 1.066 <0.098

tively. n denotes the number of drugs, R is the correlation coefficient, S is the

. Conclusions

IPCE exhibited strong relationship with free liposome parti-
ioning system and ILC. It was indicated that IPCE, KIPCE as an
valuation index, could be used as a simple model for studying
rug–membrane interactions. Compared with the drug parti-
ioning into cholesterol-containing (0 and 40 mol%) liposomes,
he drug partitioning into cholesterol-containing (20 mol%)
iposomes showed the best correlation with IC50 values for
OX-2. Consequently, cholesterol-containing (20 mol%) lipo-

ome model might be more fit to mimic real cell membrane, and
PCE had the potential to predict the biological activity of drugs.
owever, it should be emphasized that numerous factors were

nvolved in biological activity of drugs, although membrane
ffinity of drugs was an important prerequisite for biological
ctivity of drugs. It was actually impossible for only an IPCE
odel to account for all factors. Better predictions on drug

ctivity would be possible by using a few of different model
ystems.
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bstract

The need for highly reliable methods for the determination of trace and ultratrace elements has been recognized in analytical chemistry and environ-
ental science. A simple and powerful microextraction technique was used for the detection of the lead ultratrace amounts in water samples using the

ispersive liquid–liquid microextraction (DLLME), followed by the electrothermal atomic absorption spectrometry (ET AAS). In this microextrac-
ion technique, a mixture of 0.50 mL acetone (disperser solvent), containing 35 �L carbon tetrachloride (extraction solvent) and 5 �L diethyldithio-
hosphoric acid (chelating agent), was rapidly injected by syringe into the 5.00 mL water sample, spiked with lead. In this process, the lead ions
eacted with the chelating agent and were extracted into the fine droplets of CCl4. After centrifugation (2 min at 5000 rpm), the fine CCl4 droplets
ere sedimented at the bottom of the conical test tube (25 ± 1 �L). Then, 20 �L from the sedimented phase, containing the enriched analyte, was
etermined by ET AAS. The next step was the optimization of various experimental conditions, affecting DLLME, such as the type and the volume of
he extraction solvent, the type and the volume of the disperser solvent, the extraction time, the salt effect, pH and the chelating agent amount. More-
ver, the effect of the interfering ions on the analytes recovery was also investigated. Under the optimum conditions, the enrichment factor of 150 was
btained from only a 5.00 mL water sample. The calibration graph was linear in the range of 0.05–1 �g L−1 with the detection limit of 0.02 �g L−1.
he relative standard deviation (R.S.D.) for seven replicate measurements of 0.50 �g L−1 of lead was 2.5%. The relative lead recoveries in mineral,

ap, well and sea water samples at the spiking level of 0.20 and 0.40 �g L−1 varied from 93.5 to 105.0. The characteristics of the proposed method

ere compared with the cloud point extraction (CPE), the liquid–liquid extraction, the solid phase extraction (SPE), the on-line solid phase extraction

SPE) and the co-precipitation, based on bibliographic data. The main DLLME advantages combined with ET AAS were simplicity of operation,
apidity, low cost, high-enrichment factor, good repeatability, low consumption of extraction solvent, requiring a low sample volume (5.00 mL).

2007 Elsevier B.V. All rights reserved.

therm
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eywords: Dispersive liquid–liquid microextraction; Preconcentration; Electro

. Introduction

The steady increase in pollution necessitates the analysis and

onitoring of toxic species that could become a serious poten-

ial hazard if not controlled [1]. Lead is one of the most toxic
lements, has an accumulative effect and is an environmental
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riority pollutant [2]. The harmful effects on the human health,
aused by the lead contamination, are well-known and among
hem, the reduction of the enzymatic activity, the kidneys func-
ion and the neuromuscular difficulties have been reported [3].
he U.S. Environmental Protection Agency (EPA) has classified

ead as a Group B2 (probable) human carcinogen [4]. Nowa-
ays, there are legal restrictions concerning the lead release to
he environment. Nevertheless, it is used as a raw material in the
anufacturing industry such as automotive batteries, ceramic
nd ink [3]. Furthermore, lead is a leftover of some industrial
rocesses in the production of fertilizers and pesticides. In
oth cases, it could be either delivered to the environment by
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nadequate manufacturing process or caused by accident [4].
he environmental and health problems arise fundamentally

rom the use of gasoline antiknock products and paint pigments
5]. As a consequence, the World Health Organization (WHO)
as established the maximum allowable limit of 10 �g L−1 for
ead in drinking water [6]. It is, therefore, important to monitor
he lead level in the environmental samples.

Currently, the most common analytical methods for the
ead trace determination are the flame atomic absorption spec-
rometry (FAAS) [7,8], the electrothermal atomic absorption
pectrometry (ET AAS) [9–11] and the inductively coupled
lasma emission spectrometry (ICP) [12]. Of the three afore-
entioned methods, ET AAS is the most sensitive technique
ith a detection limit in the sub-picogram range for most metals

13]. More recently, the inductively coupled plasma-mass spec-
rometry (ICP-MS) [14] has produced a detection limit in the
ame range with ET AAS. However, the use of ICP-MS often
nvolves a greater cost, higher sample volume requirements and
ncreased instrumentation complexity, limiting its widespread
pplication to routine analytical works. ET AAS is still being
sed because it combines a fast analysis time, a relative simplic-
ty, a cheaper cost, low sample volume requirements and low
etection limits. All of these features have been responsible for
ts broad utilization in the determination of trace and ultratrace
lements in different samples [15].

Although the development of modern analytical instru-
ents provides a great enhancement in analysis, in many cases

he available analytical instrumentation does not demonstrate
nough sensitivity for the analysis of natural samples [16].
evertheless, the detection of metal trace elements in aqueous

amples is difficult due to various factors, particularly their low
oncentration and the matrix effects [2]. Preconcentration and
eparation techniques, such as liquid–liquid extraction [17], ion
xchange [18], co-precipitation [19] and solid phase extraction
SPE) [20,21], can solve these problems, leading to a higher con-
dence level and an easy determination of the trace elements.
ach technique has its advantages and disadvantages and should
e chosen according to the analytical problem.

Solvent extraction has been one of the most extensively
tudied and widely applied methods in preconcentration and
eparation procedures for the determination of trace elements
ue to its simplicity, convenience, wide scope, etc. Separa-
ion and preconcentration procedures using solvent extraction
enerally result in a high-enrichment factor, owing to the differ-
nce between the volumes of the aqueous and organic phases.
lthough this procedure is operated in batch mode, it is time-

onsuming and produces large amounts of potentially toxic
rganic solvents as waste. These drawbacks could be over-
ome by the implementation of supplementary techniques in
icroextraction [22]. In view of this aspect, several novel
icroextraction techniques are being developed in order to

educe the analysis step, increase the sample throughput and
o improve the quality and the sensitivity of the analytical
ethods. The cloud point extraction (CPE) [23], the homoge-
eous liquid–liquid extraction (HLLE) [24,25], the liquid phase
icroextraction (LPME) [26,27] and the solid phase microex-

raction (SPME) [28,29] are fairly new methods of sample
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reparation. They are employed in the separation and precon-
entration of environmental contaminants in different matrices
nd can solve some of the problems, encountered with the con-
entional pretreatment techniques.

In previous studies, we demonstrated a novel microextrac-
ion technique, named dispersive liquid–liquid microextraction
DLLME), which was successfully used for the extraction
nd determination of polycyclic aromatic hydrocarbons (PAHs)
30], organophosphorus pesticides (OPPs) [31], chlorobenzenes
CBs) [32], chlorophenols [33], trihalomathans [THMs] [34],
admium [35] and selenium [36] in water samples. In addition,
ther researchers developed this method for the measurement of
ntioxidants [37], volatile phenols [38] and triazine herbicides
39]. DLLME is a miniaturized sample pretreatment technique
hat uses microliter volumes of the extraction solvent. Operation
implicity, rapidity, low sample volume, low cost and high-
nrichment factor are some of the DLLME advantages [40].

We now report the DLLME application, as a separation and
reconcentration technique, for the rapid determination of lead
ltratrace amounts in water samples using the diethyldithio-
hosphoric acid (DDTP) as chelating agent. Eventually, the
lectrothermal atomic absorption spectrometry (ET AAS) was
sed for detection.

. Experimental

.1. Reagents and solutions

All solutions were prepared with ultra pure water (Ghazi
o., Tabriz, Iran). The stock lead solution (1000 mg L−1

s the atomic spectroscopy standard) was purchased from
erck (Darmstadt, Germany). The working standard solutions
ere prepared by serial dilutions of the stock solution with
ltra pure water immediately prior to analysis. The chelating
gent, diethyldithiophosphoric acid (DDTP) with the density
f 1.17 kg L−1 was supplied from Merck. The rest of the used
hemicals were carbon tetrachloride (analytical grade for deter-
ination with dithizone), chloroform (analytical grade for the

etermination with dithizone) and tetrachloroethylene (analyti-
al grade) as extraction solvent, methanol (for spectroscopy),
thanol (for spectroscopy), acetone (suprasolv) and acetoni-
rile (HPLC grade) as disperser solvent, HCl (37%, suprapure),
H3COONa (suprapure) and NaCl (analytical grade), NH3

25%, suprapure), supplied by Merck.
The NaCl solution was prepared by dissolving the appropriate

aCl amount (analytical grade, Merck) in ultra pure water and
as extracted by carbon tetrachloride in the presence of DDTP

or further purification.
All the glass vessels, used for the trace analysis, were kept in

0.1% (v/v) DDTP solution for at least 24 h and, subsequently,
ashed twice with ultra pure water and twice with acetone before
se. All of the 10 mL screw cap glass test tubes with conical
ottom (extraction vessels) were maintained at 500 ◦C in a fur-

ace (Carbolite, model CWF 1200, UK) for the removal of any
rganic and volatile inorganic compounds as well as a good sed-
mentation of the fine particles of the extraction solvent in the
entrifugation step.
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Table 1
The graphite furnace temperature program for lead determination

Step Temperature (◦C) Ramp time (s) Hold time (s) Argon flow rate (mL min−1)

Drying 80 1 15 200
Pyrolysis 500 10 10 200
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The mineral, tap, well and sea water samples, analyzed for the
ethod development, were collected in PTFE containers from
orthern Iran. They were stored in a dark place at 4 ◦C and

nalyzed within 24 h of collection without previous treatment
r filtration. The TM-23.3 certified reference water sample was
upplied from the National Water Research Institute (Ontario,
anada).

.2. Instrumentation

An atomic absorption spectrometer, Shimadzu AA-6300
Kyoto, Japan) with a deuterium background correction,
quipped with a graphite furnace atomizer (GFA-EX7i), was
sed for this work. The lead hollow cathode lamp (Hamamatsu
hotonics, Shizuoka, Japan) was run under the conditions rec-
mmended by the manufacturer (current: 10 mA). Also, the
avelength (283.3 nm), the slit bandwidth (0.7 nm) had conven-

ional values. High-density graphite-coated tubes (Shimadzu)
ere used.
The optimized electrothermal temperature program for pyrol-

sis and atomization is given in Table 1. All measurements were
ased on the peak height. The good graphite wetting by the
rganic solvents promoted its penetration by the extracts, prob-
bly giving rise to the signals of the complicated shapes. To
revent this undesirable effect, the organic extracts were placed
t the graphite furnace atomizer, heated at the drying temper-
ture, preventing the sample from spreading over the atomizer
urface [41].

A volume of 20 �L for all samples and calibration solution
as pipetted directly into the graphite furnace 5 s after starting

he drying step in all experiments. Argon (99.999%) was pur-
hased from Air Products (UK) as sheath gas. The Centurion
cientific Centrifuge (Model 1020D, West, Sussex, UK) was
sed for centrifugation. The pH values were measured with a
etrohm pH-meter (Model: 691, Herisau, Switzerland), sup-

lied with a glass-combined electrode.

.3. Dispersive liquid–liquid microextraction procedure

The extraction of the lead ultratrace amount from an aque-
us sample into a micro-volume of the organic solvent (carbon
etrachloride) was made by complexation with diethyldithio-
hosphoric acid (DDTP). Five millilitres of ultra pure water were
laced in a 10 mL screw cap glass test tube with a conical bot-

om and were spiked at the lead concentration of 0.50 �g L−1.
.50 mL of acetone (disperser solvent), containing 35 �L of car-
on tetrachloride (extraction solvent) and 5 �L DDTP (chelating
gent), were injected rapidly into a sample solution with a

w
r
i
m

2 0
2 1000

.50 mL syringe (gastight, Hamilton, Reno, NV, USA). A cloudy
olution (water, acetone and carbon tetrachloride) was formed
n the test tube. In this step, the lead ions reacted with DDTP and
ere extracted into the fine droplets of carbon tetrachloride. The
ixture was, then, centrifuged for 2 min at 5000 rpm. After this

rocess, the dispersed fine droplets of carbon tetrachloride were
edimented at the bottom of the conical test tube (25 ± 1 �L).
wenty microlitres of this sedimented phase were removed using
micropipette (Biohit, Finland), manually injected into the elec-

rothermal atomic absorption spectrometer and submitted to the
emperature program of Table 1.

. Results and discussion

In order to obtain a high-enrichment factor, the effect of dif-
erent parameters, influencing the complex formation and the
xtraction conditions, were optimized. These parameters were
he type and the volume of the extraction solvent, the type and the
olume of the disperser solvent, pH, the chelating agent concen-
ration, the extraction time and the ionic strength. Finally, these
ptimal conditions were applied to extract and detect lead in the
eal water samples. Eq. (1) was used for the calculation of the
nrichment factor.

F = Csed

C0
(1)

here EF, Csed and C0 are the enrichment factor, the analyte
oncentration in the sedimented phase and the initial analyte
oncentration in the aqueous sample, respectively. Csed was cal-
ulated from the calibration graph obtained by the conventional
LE-ET AAS (extraction conditions: 2.0 mL from the standard
ater sample in the Pb concentration range of 10–100 �g L−1,
.50 mL from the aqueous solution of 1% (v/v) DDTP, 2.0 mL
Cl4, pH 2.5).

.1. Pyrolysis and atomization curves

Fig. 1 depicts the curves of the pyrolysis and atomization
emperature on the signal height for Pb. The pyrolysis and atom-
zation temperatures were optimized with the standard organic
xtract, obtained by the conventional LLE (extraction condi-
ions have been mentioned in Section 3). Aliquots containing
0 �L of the resulting solution were used for the ET AAS anal-
sis. The pyrolysis temperature and atomization temperature

ere investigated in the range of 200–1000 ◦C and 600–2200 ◦C,

espectively. The pyrolysis temperature of 500 ◦C and the atom-
zation temperature of 1800 ◦C were used without adding any
odifier, indicating that the considerable analyte stabilization
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ig. 1. Pyrolysis and atomization curves for lead. Optimum temperatures
btained by conventional LLE (extraction conditions have been mentioned in
ection 3). 500 ◦C pyrolysis temperature, 1800 ◦C atomization temperature.

as provided by the DDTP phosphorus content (acting as chem-
cal modifier) [23].

.2. Selection of the extraction solvent

For the selection of the extraction solvent, some properties
ust be considered. The extraction solvent should have a higher

ensity than water, an extraction capability of the interested
ompounds and a low solubility in water.

Chloroform, carbon tetrachloride and tetrachloroethylene
ere employed and compared in the lead extraction. A series
f sample solutions were tested using 0.50 mL acetone, contain-
ng 5 �L DDTP and different volumes of the extraction solvents
o achieve a 25 �L volume of the sedimented phase. The solu-
ility of the extraction solvents in water is different. Therefore,
o recover a 25 �L volume of the sedimented phase at the bot-
om of the test tube, it is necessary to add an excess amount to
each this solubility level. Thereby, 70, 35 and 28 �L of chlo-
oform, carbon tetrachloride and tetrachloroethylene were used,
espectively.

The resulting enrichment factors from this experiment were
qual to151.5 ± 2.3, 152.4.1 ± 4.5 and 132.7 ± 2.5 for carbon
etrachloride, chloroform and tetrachloroethylene (as extraction
olvents), respectively. For carbon tetrachloride and chloroform,
heir enrichment factor values were not significantly different.
fter the comparison of the results of these two solvents, car-
on tetrachloride was preferred to chloroform. In detail, carbon
etrachloride formed a well stable cloudy solution and demanded
smaller volume consumption to obtain the 25 �L sedimented
hase. Also, the sedimented phase could be easily removed by
icropipette to be introduced into the graphite furnace.

.3. Effect of the extraction solvent volume

In order to evaluate the effect of the extraction solvent
olume, the solutions containing different volumes of carbon

etrachloride were subjected to the same DLLME procedures.
he experimental conditions were fixed and included the use of
.50 mL acetone, containing 5 �L DDTP and different carbon
etrachloride volumes (35–85 �L at 10 �L intervals). With the
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olume increase of the carbon tetrachloride from 35 to 85 �L,
he volume of the sedimented phase increased from 25 to 65 �L.
ubsequently, the enrichment factor reduced from 155 to 60 with

he volume increase of carbon tetrachloride. As a result, at a low
olume of the extraction solvent, a high enrichment factor was
ttained. Thereby, in the following studies, the optimum vol-
me of 35 �L was selected for the extraction solvent, consisting
f the CCl4 minimum required volume to reach 25 �L of the
edimented phase.

.4. Selection of the disperser solvent

The main criterion for the selection of the disperser solvent is
ts miscibility in the organic phase (extraction solvent) and the
ample. Acetone, acetonitrile, methanol and ethanol were tested
or this purpose. A series of sample solutions were studied using
.50 mL from each disperser solvent, containing 35 �L of car-
on tetrachloride (extraction solvent) and 5 �L DDTP (chelating
gent). The enrichment factors obtained for acetonitrile, ace-
one, methanol and ethanol were 145.5 ± 2.1, 146.3 ± 3.4,
51.1 ± 4.2 and 134.8 ± 3.6, respectively. The resulting data
llustrated no significant statistical differences among the dis-
erser solvents, apart from ethanol that presented the lowest
nrichment factor. Thus, acetone was selected because of its
ow toxicity and cost.

.5. Effect of the disperser solvent volume

After choosing acetone as the disperser solvent, it was neces-
ary to optimize its volume. For defining the optimal acetone
olume, various experiments were performed with different
cetone volumes (0.25, 0.50, 0.75, 1.0, 1.25 and 1.50 mL),
ontaining 34.0, 35.0, 36.0, 37.0, 38.5 and 40.0 �L of car-
on tetrachloride, respectively. It was required to change the
Cl4 volume by changing the acetone volume in order to
btain a constant volume of the sedimented phase (25 ± 1 �L)
n all experiments. Under these conditions, the volume of the
edimented phase remained constant (25 ± 1 �L). The results
howed that there was no considerable variation on the enrich-
ent factor using 0.25 and 0.50 mL of acetone as disperser

olvent. The enrichment factor slightly decreased, when the
cetone volume exceeded 0.50 mL. It was clear that with the
ncrease of the acetone volume, the complex solubility in
ater increased. Therefore, the extraction recovery diminished.
ccordingly, the acetone volume of 0.50 mL was chosen as the
ptimum one for the achievement of a better and more stable
loudy solution.

.6. pH effect

Because pH plays a unique role in the metal-chelate forma-
ion and the subsequent extraction, the pH of the sample solution
as the next critical factor evaluated for its effect on the DLLME

reconcentration of Pb (II). In this work, diethyldithiophospho-
ic acid (DDTP) was used instead of the DDTP ammonium salt.
he pH adjustment was carried out in the presence of HCl and
H3COONa. At first, diethyldithiophosphoric acid was totally
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Table 2
Effect of interferents on the recovery of 0.50 �g L−1 Pb(II) in water sample
using DLLME-ET AAS

Interferent Concentration
(�g L−1)

Interferent/Pb(II)
ratio

Recovery
(%)

Na+ 1,000,000 2,000,000 101.0
Li+ 5,000 10,000 101.4
K+ 5,000 10,000 105.8
Ca(II) 5,000 10,000 100.3
Mg(II) 5,000 10,000 95.2
Ba(II) 5,000 10,000 102.0
Bi(III) 500 1,000 94.6
Mn(II) 500 1,000 97.1
Co(II) 500 1,000 101.4
Al(III) 500 1,000 100.0
Fe(II) 500 1,000 100.0
Ni(II) 500 1,000 94.0
Sn(IV) 500 1,000 96.3
Zn(II) 500 1,000 100.0
Cr(III) 500 1,000 96.7
Ag(I) 500 1,000 96.9
Cd(II) 500 1,000 94.6
Cu(II) 500 1,000 96.6
Si(II) 500 1,000 97.8
Se(II) 500 1,000 97.9
Hg(II) 500 1,000 104.4
Cl− 1,000,000 2,000,000 94.2
NO3

− 5,000 10,000 105.8
CH3COO− 50,000 100,000 94.8
SCN− 5,000 10,000 94.5
C
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Table 3 summarizes the analytical characteristics of the
optimized method, including the linear range, the limit of

Table 3
Analytical characteristics of DLLME-ET AAS for determination of Pb

Parameter Analytical feature

Linear range (�g L−1) 0.05–1
r2 0.9994
Limit of detection (�g L−1) (3σ, n = 7) 0.02
Repeatability (R.S.D.a, %) (n = 7) 2.5
0 M.T. Naseri et al. /

ransformed to the DDTP ammonium salt with the NH3 (sura-
ure) addition. An appropriate amount of this mixture was added
o the 5.00 mL sample. A series of experiments was performed
ith the pH adjustment from 0.5 to 7.5 with hydrochloric acid

nd sodium acetate. The enrichment factor remained nearly con-
tant (approximately 150) in the pH range of 1–4 and it reduced
n the higher pH value. On the other hand, because the aque-
us solution of diethyldithiophosphoric acid was almost acidic
pH 2.5 in 5.00 mL aqueous solution), in this study, the use of
n acidic (or buffer) solution for the pH adjustment, being the
ontamination sources, was not necessary. For that reason, all
xperiments were conducted without the acid (or buffer) addition
ith the aid of diethyldithiophosphoric acid (chelating agent).

.7. Effect of the DDTP concentration

The next influential factor, whose effect on the enrichment
actor was studied, was the DDTP amount. This study was con-
ucted in the DDTP concentration range of 0.01–0.5% (v/v).
n this case, the enrichment factor increased with the increase
f the DDTP amount up to 0.05% (v/v), reaching a plateau. A
oncentration of 0.1% (v/v) in 5.00 mL of the aqueous solution
as chosen as the optimum amount for the lead determination

o prevent any interference.

.8. Effect of the extraction time

The influence of the extraction time was examined in the
ange of 0–60 min with the experimental conditions remaining
onstant. The results displayed that the extraction time had no
otable effect on the enrichment factor. It was revealed that after
he formation of the cloudy solution, the surface area among
he extraction solvent and the aqueous phase was essentially
arge. As a consequence, the lead complex formation and its
ransfer from the aqueous phase to the extraction solvent were
ast. This fact was one of the advantages of the DLLME tech-
ique.

.9. Salt effect

For investigating the influence of the ionic strength on the
LLME performance, several experiments were performed by

dding varying NaCl amount from 0% to 5% (w/v). The rest
f the experimental conditions were kept constant. The result-
ng data disclosed that the salt addition from 0% to 5% had
o significant impact on the enrichment factor. These observa-
ions offered the possibility of utilizing this method for the lead
eparation from saline solutions up to 5%.

.10. Interference studies

The diethyldithiophosphate (DDTP) chelating agent com-
lexes react with several transition metals and semi-metals in

cidic media, but they do not react with alkali and alkaline earth
etals and other elements [42,43]. The influence of the other
etals that might replace lead in the original DDTP chelate
as investigated with the purpose of identifying the potential

E
S
S

r2O7
−2 5,000 10,000 97.6

O4
−2 5,000 10,000 100.0

nterferents. The 5.00 mL recovery from solutions, containing
.50 �g L−1 of Pb and various amounts of the interfering ions,
as tested according to the recommended procedure. The tol-

rance level was defined as the maximum concentration of the
oreign ion causing a change in the analytical signal no higher
han 5%, when compared with the signal of 0.50 �g L−1 lead
lone. The corresponding results are listed in Table 2, confirming
hat the lead recoveries were almost quantitative in the presence
f the excessive amounts of the possible interfering cations and
nions.

.11. Analytical figures of merit
nrichment factor 150
ample volume (mL) 5.00
ample preparation time (min) <3

a Pb (II) concentration was 0.50 �g L−1 for which R.S.D. was obtained.
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Table 4
Characteristic performance data obtained by using DLLME and other preconcentration techniques for determination of lead in water samples

Method LODa

(�g L−1)
R.S.D.b

(%)
Enrichment factor (or
enhancement factor)

Sample volume
(mL)

Time
(min)

Linear range
(�g L−1)

References

Liquid–liquid extraction GF AAS 1 2.7 5 5 20 2–30 [44]
Co-precipitation –GF AAS 0.5 4.6 20 200 >20 – [45]
Off-line-SPE–GF AAS 0.039 100 200 20 – [46]
On-line-SPE–GF AAS 0.012 3.2 20.5 >3.3 2 0.1–10 [47]
CPE–GF AAS 0.08 2.8 50 10.0 30 1–30 [2]
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LLME–GF AAS 0.02 2.5 150

a Limit of detection.
b Relative standard deviation.

etection, the reproducibility and the enrichment factor. The
alibration graph was linear in the lead concentration range of
.05–1 �g L−1. The detection limit (calculated as three times
he standard deviation of 7 blank measurements, divided by the
lope of the calibration curve) for the lead cations was found to
e 0.02 �g L−1.

Concerning the reproducibility of the method, it was evalu-
ted with 5.00 mL from the solution, containing the analyte ions
n the Pb(II) concentration of 0.50 �g L−1. The relative stan-
ard deviation (R.S.D.) for 7 replicate measurements was 2.5%.
inally, the high-enrichment factor of 150 was obtained for only
5.00 mL water sample.

.12. Application to real samples

The efficiency of the represented method was validated with
he monitoring of the lead concentration in mineral, tap, well and
ea water samples. The lead concentration in the tap, well and
ea water samples was out of the calibration range. Therefore,
typical 1 + 4, 1 + 9, 1 + 2 dilution of the tap, well, sea water

amples, respectively, was necessary before the separation and
he preconcentration step. For this purpose, 5.00 mL of each
ample (final volume after dilution at the mentioned ratio by
ltra pure water) were preconcentrated with the optimized pro-
osed method. The lead concentration in the mineral, tap, well
nd sea water samples was found to be smaller than the val-
es of the detection limit (not detected), 0.104 ± 0.010 �g L−1,
.236 ± 0.011 �g L−1, 0.256 ± 0.013 �g L−1, respectively. The
b amount in the tap, river and sea water samples (with-
ut dilution) was calculated to be 0.520 ± 0.050, 2.36 ± 0.11
nd 0.768 ± 0.039 �g L−1, respectively. The accuracy of the
ethod was verified with the analysis of the samples, spiked
ith known lead amounts. The relative lead recoveries from

he mineral, tap, well, river and sea water samples at the
piking level of 0.20 and 0.40 �g L−1 were in the range of
3.3–105%. These results demonstrated that the tap, well, river
nd sea water sample matrices had little effect on the lead
LLME.
In order to establish the validity of the recommended pro-

edure, the method was applied to the lead determination in a
M-23.3 certified reference water sample (certified lead value of

.2 ± 0.06 �g L−1) after the appropriate dilution. The lead con-
entration in this water sample was found 3.07 ± 0.15 �g L−1

ith the developed method. The result obtained was in agree-
ent with the certified value.

R

5.00 <3 0.05–1 (Represented method)

.13. Comparison of DLLME with the other sample
reparation techniques

A comparison of the represented method with the other
eported preconcentration methods for the lead extraction and
etermination from water samples is given in Table 4. Some of
he preconcentration methods of this Table are the liquid–liquid
xtraction [44], the coprecipitation [45], the off-line-solid phase
xtraction [46], the on-line-solid phase extraction [47], the cloud
oint extraction [2]. Apparently, DLLME presented a low LOD
0.02 �g L−1), a high-enrichment factor (150), a short extrac-
ion procedure (less than 3 min) and a low sample consumption
5 mL). These characteristics are of great interest for the routine
aboratories in the trace analysis of metal ions.

. Conclusions

DLLME combined with the electrothermal atomic absorption
pectrometry (ET AAS) was evaluated for the separation, the
reconcentration and the determination of the ultratrace amounts
f lead (at sub-�g L−1 level) from water samples. DLLME
roved to be a fast simple, inexpensive and reproducible tech-
ique for the determination of trace metals with the use of low
ample volumes. The high-preconcentration factor and the low
ample volume requirements were the major advantages of the
echnique. An enrichment factor of about 150 times was attained
ith only a 5.00 mL from the sample. In this method, the sample
reparation time (less than 3 min) as well as the consumption of
he toxic organic solvents (at microlitre level) were minimized
ithout affecting the method sensitivity. Although the obtained

esults of this research were related to the lead determination,
he system could be readily applied to the determination of other

etals with the help of various chelating agents, extractable by
ther organic solvents.
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b Department of Mathematics and Computation, University of Burgos, Pza. Misael Bañuelos s/n, 09001 Burgos, Spain
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bstract

A sensitive and cheap FIA, with amperometric detection, analytical procedure is developed in this paper to determine sulfadiazine, sulfamethazine
nd sulfamerazine in milk. A multicriteria optimization based on the use of a desirability function is used for optimizing two analytical responses
peak height and its variability) since single-objective optimizations lead to conflicting experimental conditions. In the optimum conditions, the
etermination of the three sulfonamides in milk samples is carried out, the analytical procedure being validated according to Commission Decision
002/657/EC. The decision limit at 0 and 100 �g L−1 (which is the maximum residue limit in milk) are 13.9 and 110.2, 9.5 and 107.1 and 9.1 and
07.1 �g L−1 for sulfadiazine, sulfamethazine and sulfamerazine, respectively. Whereas the values of capability of detection, CCβ, obtained at 0

nd 100 �g L−1 were 26.9 and 119.8, 18.2 and 113.6, and 17.5 and 113.7 �g L−1 for sulfadiazine, sulfamethazine and sulfamerazine, respectively.
ecovery values between 67.4% and 119.1% are found for milk test samples of two brands of milk. The accuracy of the method is confirmed. The

uggedness of the procedure is evaluated by means of a Plackett–Burman design. The relative errors were lower than 2.5% (n = 7).
2007 Elsevier B.V. All rights reserved.

Sulfo

U
a
a
[
N
w
f
f

d
t

eywords: Desirability function; Optimization; FIA; Amperometric detection;

. Introduction

Sulfadiazine, sulfamerazine and sulfamethazine are syn-
hetic agents classified as antibacterial compounds, rather than
s antibiotics that act as bacteriostatic by competing with p-
minobenzoic acid in the enzymatic synthesis of dihydrofolic
cid. They belong to the sulfonamides group, which are among
he most used antibacterials in the veterinary practice as active
isease treatment agents or growth promoters. Their widespread
se has resulted in the risk that residues of these compounds or
heir metabolites are present in foodstuffs obtained from treated

nimals, which may result in the emergence of antibiotic resis-
ance in both human and veterinary bacterial populations, having
n impact on human health [1]. Subsequently, the European

∗ Corresponding author. Fax: +34 947 258 831.
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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namides; Milk; Decision limit; Capability of detection

nion establishes some maximum residue limits (MRLs) for
ll substances belonging to sulfonamide group in foodstuffs of
nimal origin in the Commission Regulation (EC) No 281/96
2] amending Annexes I and III to Council Regulation (EEC)
o 2377/90 [3]. The combined total residues of all substances
ithin the sulfonamide group should not exceed 100 �g kg−1

or target tissues (muscle, liver or kidney) and for milk from all
ood-producing species.

Several analytical procedures are currently available for the
etermination of sulfonamides residues in foodstuffs. Lots of
hem are based on LC/MS determinations [4–6] and more
ecently on LC/MS/MS [7], others in HPLC with diode-array
8–10] or fluorescence [11,12] detection, fluorescence spec-
roscopy [13], capillary electrophoresis [14], etc. However, in

outine analysis, flow injection systems are interesting because
f their fast response, low-cost instrumentation, repeatability
nd accuracy, in addition to the large number of samples which
an be analysed in very little time [15]. The combination of flow
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njection analysis with electrochemical detection provides sys-
ems that in addition are highly selective and sensitive, providing
ow detection limits [16].

In this work, the response surface analysis methodology [17]
as been used to find those experimental conditions which give
higher signal with lower variability. However, it is usual that

he experimental conditions that optimize one aspect of the ana-
ytical signal (e.g. signal size) do not optimize another (e.g. its
ariability), so a conflict between objectives is evidenced.

To solve this conflict there are different possible approaches
uch as to optimize the signal–noise [18], the correlation coef-
cient or other more complex functions [19], which indirectly
valuate the sensitivity, precision, sample throughput or cost in a
ow injection system. Also the vectorial optimization or Pareto
ptimality was applied to make a compromise between residence
ime and the peak height [20], a linear combination of them [21]
r the peak height and coefficient of variation in a FIA system
22]. However, in chemical analysis the analyst usually knows
he values in which the variability of the signal has to be main-
ained. In order to explicitly using this information, in this paper
e propose the use of the Derringer desirability function [23,24]

hat in addition has been successfully applied in different ana-
ytical optimizations [16,25,26] when conflicting responses are
ound. In this work, the desirability function is used as multicri-
eria tool in the optimization stage of the analytical procedure
roposed.

In the optimum reached, the analytical determination of sul-
adiazine, sulfamethazine and sulfamerazine in milk by means
f a FIA system with amperometric detection is carried out. The
nalytical procedure is validated according to ISO norm and
ommission Decision 2002/657/EC [27]. In this paper, deci-

ion limit (CCα), detection capability (CCβ), trueness/recovery,
recision and ruggedness have been estimated. The method is
specially suitable for screening purposes since it has values in
ow cost and high throughput.

. Theory

.1. Desirability function

When optimizing k experimental responses, y1, . . ., yk, it
ccurs that the point of the experimental domain (values of
he experimental factors) at which each one of them reach the
ptimum is not the same, it is necessary to carry a multire-
ponse analysis. In this work, an overall desirability function
23,24] has been used. This multicriteria methodology is based
n constructing an individual desirability function, di, for each
esponse yi. Each one of these desirability functions is a contin-
ous and monotonous (increasing or decreasing) function which
aries from zero (undesirable response) to 1 (optimal response).
hrough the individual functions, di, the analyst introduces the
pecifications that each response must fulfil in the analytical pro-
edure and based on these individual desirability functions, di,

he Derringer desirability function [23] is the weighted geomet-
ic average of them:

= s
√
dp1

1 × dp2
2 × ...× dpkk (1)

d

s
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here pi is the weight corresponding to each individual function
nd s = 1/

∑k
i=1pi.

In general, di functions are not derivable and so algorithms
ased on gradient cannot be used to obtain the maximum of D
unction. NemrodW [31] uses a simulated annealing algorithm
or this task.

.2. Detection capability (CCβ) and decision limit (CCα)

The capability of detection for a given probability of false
ositive,α, as defined by the International Organization for Stan-
ardization (ISO 11843) [28,29], is “the true net concentration
f the analyte in the material to be analysed which will lead, with
robability 1 −β, to the correct conclusion that the concentra-
ion in the analysed material is larger than that in the blank

aterial”.
For a concentration x0, the capability of detection, named

Cβ in the European Decision [27] and xd in ISO 11843-1,
an be estimated [30] through a calibration model “signal vs.
oncentration” through Eq. (2):

Cβ = �(α, β)wx0 σ̂

b̂
(2)

here �(α, β) is a non-centrality parameter of a noncentral t-
istribution related to the probabilities α and β. σ̂ is the residual
tandard deviation of the regression and b̂ the slope.wx0 , which
s defined by Eq. (3), depends on the position of the standards
n the calibration line (xi) and is inversely proportional to the
umber of replicates (K) of the sample and to the number of
tandards (I) in the regression model:

2
x0

= 1

K
+ 1

I
+ (x0 − x̄)2∑I

i=1(xi − x̄)2
(3)

f the capability of detection is estimated with x0 = 0 in Eqs. (2)
nd (3), α and β are the probabilities of false positive and false
egative, respectively. But when the analyte has an established
aximum residue limit, MRL, as is the case of total content

f sulfadiazine in milk, the capability of detection must also
e evaluated at those levels of concentration. In this case, the
apability of detection is estimated as in Eqs. (2) and (3) with
0 = MRL, so α and β are then the probabilities of false non-
ompliance and of false compliance, respectively.

On the other hand, the critical value (at zero) of the net con-
entration (Eq. (4)) has been defined in ISO 11843-2 as “the
alue of the net concentration the exceeding of which leads, for
given error probability α, to the decision that the concentration
f the analyte in the analysed material is larger than that in the
lank material”. This definition has been adopted by European
ecision [27] as decision limit or CCα:

Cα = t1−α(γ)wx0 σ̂

b̂
(4)
In Eq. (4), t1−α (γ) is the 100 (1 −α)%-quartile of the t-
istribution with γ = I − 2 degrees of freedom.

For substances with a maximum residue limit, as is the case of
ulfonamides in milk, the decision limit must also be estimated
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t those levels of concentration with x0 = MRL by Eqs. (3) and
4).

. Experimental

.1. Instrumentation

The flow injection system used was analogous to that
escribed earlier [16] that consisted of a solvent system with
elium sparge, a Perkin Elmer 200 LC Pump Isocratic version,
Rheodyne syringe loading sample injector model 7725i with
20 �L loop and an ESA Coulochem II 5200A electrochemi-

al detector with a 5011 high analytical cell and a conditioning
ell 5021. The efficient coulometric electrode has been used
n the amperometric mode operation as working electrode, the
eference electrode being a hydrogen/palladium electrode. In
ddition, to reduce the possibility of particulates entering the
nalytical cell an ESA in-line carbon filter was fitted prior to the
ell. To centrifuge the samples, a refrigerated tabletop centrifuge
igma 2-16K was used. A Crison micro pH-2002 pH-meter was
sed for pH measurements.

Data were analysed using NEMRODW [31], STATGRAPH-
CS [32] and PROGRESS [33]. A home-made program,

WAY DET, was used to estimate the capability of detection.

.2. Reagents and sample preparation

Sulfadiazine, sulfamerazine and sulfamethazine of analytical
rade were purchased from Sigma (Steinheim, Germany). The
tock solutions (9 mg L−1) were prepared in methanol HPLC
rade and stored at low temperature (close to 4 ◦C), and the
queous calibration solutions were obtained by diluting the
tock solutions with carrier. The carrier solutions were prepared
y mixing acetic/acetate buffer and methanol HPLC grade as
rganic solvent. The water used was purified with a Milli-Q
ater purification system (Millipore).
The milk samples were deproteinized with tungsten reagent.

his reagent contains sodium tungsten (F.E.R.O.S.A, Barcelona,
pain), ortho-phosphoric acid solution (88%, w/w) and 1 M
ulfuric acid (Merck, Darmstadt, Germany). The pretreatment
onsisted of adding 10 mL of the tungsten reagent and the corre-
ponding amount of the sulfonamide to 2.5 mL of milk, diluting
ith water to 25 mL and waiting a few minutes until a precip-

tate is formed. Then the sample was centrifuged, at 8000 rpm
nd 10 ◦C during 10 min, and filtered. The milk calibration solu-
ions were obtained by dilution of appropriate amounts of filtrate
ith carrier solution.

.3. Experimental procedure

Carrier was degassed by sparging with helium for 10 min.
hen a sufficient quantity was passed through the system to
isplace the remains of the other samples. The detector was

rogrammed for an amperometric mode operation defined by
he following parameters: analytical cell potential, 0.9 V; condi-
ioning cell potential, 0.2 V; sensitivity of the detector, 100 �A;
ignal output, 10 V. The characteristics of the carrier solution

u
(
i
i

75 (2008) 274–283

re obtained in the optimization step: 19.88% of methanol, pH
.56 and flow rate equal to 2.5 mL min−1.

Afterwards, the electrode equilibration was allowed for a few
inutes and the stability of the baseline evaluated. Then the sam-

le (20 �L) was injected and the peaks in the obtained fiagram
ere quantified, the peak height being the analytical response.

. Results and discussion

.1. Optimization

The aims of this optimization were to maximize the peak
eight, estimated from the average of three fiagrams obtained
nder the same experimental conditions, and to minimize the
ariability of these signals estimated from the standard devia-
ion of the n replicates. It can be debatable if is more suitable
sing the standard deviation, S.D., or the relative standard devi-
tion, R.S.D., as response to optimize. However, simultaneous
igh or low values of peak height or of its standard deviation can
ead to the same values of R.S.D., masking the true behaviour
f standard deviation as a function of experimental factors. In
ddition, the use of desirability functions allows one to add con-
trains to S.D. taking into account the peak size as can be see
urther on. The choice of the experimental conditions that allows
ne to reach these goals was carried out with the help of the
xperimental design methodology.

A Doehlert design with two replicates at the central point
as used to determine the effect of three experimental factors
n two responses. The experimental factors studied were: the
ercentage of methanol, the pH and the flow rate of the carrier
olution. The percentage of methanol (%methanol) and pH of the
arrier solution influence both the analyte signal and the signal
f the possible interferents that may be present in the sample
nd in the carrier solutions. The flow rate of the carrier solution
φ) is a hydrodynamic factor which influences the dispersion of
he injected sample. The experimental domain is: % of methanol
rom 17.5% to 22.5%, flow rate from 0.5 to 2.5 mL min−1 and
H from 4 to 6.

Values of other experimental parameters not subjected to this
ptimization, such analytical or conditioning cell potentials and
ensitivity of detector were chosen according to previous studies.
or example, the conditioning cell potential was chosen to avoid
ossible chemical interferences but without reducing the analyt-
cal signal of the three sulfonamides; the analytical cell potential
as in the plateau of the hydrodynamic voltammograms of each

ulfonamide (see Fig. 1), etc.
In the experimental design, the values of %methanol and

ow rate factors were maintained always at the theoretical val-
es of the Doehlert design, whereas the true values of pH of
ach analysed sample were slightly different from the theoreti-
al ones due to the presence of the organic solvent. Table 1 shows
he true experimental pH values. One of the experiments, with
oordinates in coded variables (0, −0.58, 0.82), was lost due an

nfinished degasification of carrier solution, so the initial design
14 runs) results in the design shown in Table 1. The character-
stics of the final experimental matrix, i.e. G-efficiency, variance
nflation factors and maximum of variance function, were com-
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Table 1
Doehlert matrix design (in coded and natural variables) and experimental responses

Run Experimental matrix (coded variables) Experimental plan (natural variables) Experimental responses

x1 x2 x3 u1 = %methanol u2 =φ (mL min−1) u3 = pH Peak heighta (�A) ln(s)

1 1 0 0 25.00 1.50 5.35 1.021 −1.75
2 −1 0 0 15.00 1.50 5.21 0.724 −3.06
3 0.5 0.87 0 22.50 2.50 5.31 1.351 −1.98
4 −0.5 −0.87 0 17.50 0.50 5.23 0.517 −2.51
5 0.5 −0.87 0 22.50 0.50 5.31 0.553 −3.57
6 −0.5 0.87 0 17.50 2.50 5.23 1.411 −3.51
7 0.5 0.29 0.82 22.50 1.83 6.20 1.080 −1.58
8 −0.5 −0.29 −0.82 17.50 1.17 4.24 0.899 −2.42
9 0.5 −0.29 −0.82 22.50 1.17 4.33 0.812 −1.67

10 0 0.58 −0.82 20.00 2.16 4.30 1.049 −1.62
11 −0.5 0.29 0.82 17.50 1.83 6.12 1.056 −1.94
12 0 0 0 20.00 1.50 5.29 1.058 −2.37
1

φ
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3 0 0 0 20.00

: flow rate, ln(s): natural logarithm of standard deviation.
a Peak height means the average of three replicates.

arable to those of the initial design (e.g. the VIFs in the original
esign were lower than 1.4 and in the final design lower than
.9, which is so lower than the threshold value 4 established by
ome authors [24]).

The two responses considered, the peak height and its vari-
bility, were studied independently to analyse if the experimental
onditions of the optima reached individually for each one coin-
ided in both cases. So a mathematical model was fitted for each
esponse.

Since the three sulfonamides under study present hydrody-
amic voltammograms which have similar oxidation potentials
see Fig. 1), one of them, sulfadiazine, has been chosen to per-
orm the optimization. To carry out the study, a constant amount
f 100 �g L−1 of sulfadiazine in water, which corresponds to
he MRL in milk [3], was injected and replicated three times in
ach experimental condition of the design.

.1.1. Optimization of peak height (maximization)

Firstly, a second-order model (Eq. (1)) has been fitted for the

eak height (mean of three replicates). In Eq. (1) variables are
odified as in Table 1.

ig. 1. Hydrodynamic voltammograms of sulfadiazine 1.8 mg L−1 (solid
ine), sulfamethazine 1.8 mg L−1 (dotted line), and sulfamerazine 1.8 mg L−1

dash–dot line).

y

y

b
r

F
b
t

i
d
o
t
x
m
i
t
b
v

1.50 5.29 1.034 −1.84

The analysis of the variance (ANOVA) [31] allows one to
ffirm that the fitted model (Eq. (5)) explains significantly, at a
%, the experimental peak height (p-value = 0.045). Also there
s not evidence of lack of fit (p-value = 0.11) at a significance
evel of 5%. The coefficient of determination is R2 = 0.97:

= 1.05 + 0.04x1 + 0.40x2 + 0.03x3 − 0.18x2
1 − 0.06x2

2

−0.21x2
3 − 0.08x1x2 + 0.13x1x3 + 0.38x2x3 (5)

In order to study this surface response fitted, a study of the
ptimum path of the response surface fitted was carried out. The
ptimum path of the response surface is determined by tracing
pherical surfaces, centred on the center point of the experimen-
al domain with growing radius, R, and calculating on each of
hese the maximum, ŷmax(R), and the minimum, ŷmin(R), of the
esponse surface fitted [17,23]. The representation of the opti-
um path of the response surface fitted for the peak height (Eq.

5)) is shown in Fig. 2a.
The radius R is indicated in abscissas. In ordinates, the

ˆmax(R) value is shown in the right side of the graph and the
ˆmin(R) value is shown in the left part of the graph. Note that
oth sides of the abscissas axis have the same sign, since they
epresent positive distances from the center of the design.

It is clear that in the optimum path of the response shown in
ig. 2a, the maximum peak height, 1.44 �A, is reached at the
oundary of the experimental domain, at distances R = 1 from
he center of the experimental domain.

Ordinate axis in Fig. 2b has the values x1, x2 and x3 of factors,
n coded variables, that define each point of the experimental
omain where maximum can be reached ŷmax(R) (on the right
f the plot) or the minimum ŷmin(R) (on the left). In Fig. 2b,
he dotted line shows the values of the maximum for R = 1,
1 = 0.042, x2 = 0.875 and x3 = 0.396, which is where the global
aximum of the fitted surface for peak height is found. That
s, to reach a maximum value of the response, the flow rate has
o take the highest value analysed, pH an intermediate value
etween the corresponding to the centre point and the highest
alue analysed in the experimental domain, and %methanol a
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Fig. 2. (a) Optimum path of the response surface fitted to the peak height where
ordinates represent the response reached on the built spheres for radius R indi-
c
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Fig. 3. (a) Representation of the optimum path of the response surface fitted for
the natural logarithm of standard deviation; (b) coordinates of the points of plot
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Fig. 3b for values of R close to 1 shows that it is highly sensitive
ated in abscissas; (b) coordinates of the points of plot (a) for each factor in
oded variables. The right part of both plots refers to the maximization of the
esponse; the left part of the plots refers to the minimization of the response.

alue corresponding to the centre of the experimental domain.
he coordinates for the maximum, Fig. 2b, transformed into

eal variables correspond to %methanol, flow rate and pH of
0%, 2.5 mL min−1 and 5.6, respectively.

Fig. 2b has also information about how peak height varies as
function of changes in pH, % of methanol and flow rate. As can
e seen near to the maximum, the peak height is more sensitive
o variations on flow rate and pH whereas it is insensitive to
hanges of %methanol.

.1.2. Optimization of the standard deviation
minimization)

A second analysis, analogous to the previous one, was car-
ied out for the standard deviation, but now a minimisation is
anted. In this case, the quadratic model fitted for the stan-
ard deviation of the peak height was not suitable. Therefore,
Box–Cox transformation [17] of the standard deviation is
sed with the objective of making the residuals of the regres-
ion more homoscedastic and closer to a normal distribution. A
ox–Cox power transformation on the dependent variable is a
seful method to alleviate heteroscedasticity when the distribu-

t
s
v
f

a) for each factor in coded variables. The right part of both plots refers to the
aximization of the response; the left part of the plots refers to the minimization

f the response.

ion of the dependent variable is not known. The minimum of
he graph ln(sum of squares of error) vs. λ is found for λ= 0,
hat means that a transformation that can be used is ln(yi).

The model fitted (Eq. (6)) was adequate to describe the natural
ogarithm of the standard deviation of the peak height, ln(s),
n the experimental domain at a significance level of 7%. The
oefficient of determination was R2 = 0.95:

= −2.11 + 0.71x1 + 0.31x2 − 0.21x3 − 0.24x2
1 − 0.94x2

2

+0.87x2
3 + 1.53x1x2 − 0.93x1x3 − 0.65x2x3 (6)

The study of the optimal path of this response surface is
hown in Fig. 3a, the minimum is also reached at the boundary
f the experimental domain. In Fig. 3b, the dotted line shows
he values of the minimum for R = 1, x1 = 0.717, x2 = 0.696 and
3 = 0.000, which is where the global minimum of the fitted sur-
ace for natural logarithm of standard deviation. The analysis of
o the variation of %methanol and flow rate and practically insen-
itive to variations in pH. The minimum, transformed into real
ariables, is reached at (Fig. 3b) 16.5% methanol, 2.3 mL min−1

or flow rate and pH 5.
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Comparing these values to those which lead to the optimum
or the peak height, it is clear that these experimental conditions
re different in the case of %methanol and, to a lesser extent,
f pH. To obtain higher peak heights, the %methanol has to
e 20%, around the central point of the domain, but it has to
e maintained at low values, 16.5% methanol, to reach a mini-
um of natural logarithm of the standard deviation. pH has to

e maintained at the central value (pH 5) of the design to min-
mize the variability and has to take higher values (pH 5.6) for

aximizing the peak height. In the case of the flow rate, the
alue that maximizes the peak height (2.5 mL min−1) is almost
qual to that which minimizes the natural logarithm of standard
eviation (2.3 mL min−1). It is therefore necessary to reach a
ompromise solution between the two responses.

.1.3. Multicriteria optimization: desirability function
The individual desirability function, d1, for peak height has

een defined in such a way that values higher or equal to 97%
f the maximum experimental value are acceptable (desirability
), whereas values lower than 70% of the maximum found are
nacceptable (desirability 0). In this way, the threshold values
f peak height were 1.40 and 1.00 �A, respectively. For values
f peak height between 1.00 and 1.40 �A, d1 varies linearly
etween 0 and 1.

On the other hand, in the case of the natural logarithm of the
tandard deviation, acceptable values (desirability d2 = 1) were
efined as those corresponding to a value of standard deviation
ower than or equal to 5% of 1.4 �A (which is the minimum
alue considered with desirability 1 for peak height), whereas
alues of standard deviation higher than or equal to 10% of this
eak height were considered unacceptable (desirability d2 = 0).
hus, the threshold values for the natural logarithm of standard
eviation were−2.66 and−1.97. Function d2 also varies linearly
etween 1 and 0 when the natural logarithm of standard deviation
aries between −2.66 and −1.97.

To obtain the overall desirability (Eq. (1)) p1 = p2 = 1 have
een set, which means that the two desirability functions are
qually weighted.

The maximum of the overall desirability function is found for
9.88% methanol, φ = 2.5 mL min−1 and pH 5.56, the estimated
alues of peak height and standard deviation being 1.49 and
.06 �A, respectively. Under these experimental conditions all
he constraints imposed on the individual functions are fulfilled
nd overall and individual desirabilities of 1 are reached. A study
f the stability of the desirability function shows that variations
f a 10% of codified variables around the optimum leads to

esirabilities between 1 and 0.8, which points out the stability
f the optimum found.

Fig. 4 shows the contour lines of the overall desirability func-
ion in the experimental domain, the variable not represented in

ig. 4. Contour plot of the global desirability function in the space of the vari-
bles %methanol vs. flow rate (a), pH vs. %methanol (b) and flow rate vs.
H (c). In each case, the variable not represented remains constant with the
alue corresponding to the optimum of the global function, i.e. pH 5.5 (a), flow
ate = 2.5 mL min−1 (b) and %methanol = 20% (c); circles show the experimental
omain in each case.
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Table 2
Calibration curve for each sulfonamide

Parameters Sulfadiazine Sulfamethazine Sulfamerazine

b0 0.717 0.237 0.080
b1 0.011 0.009 0.017
syx 0.042 0.043 0.074
ρ 0.997 0.995 0.996

x0 = 100 �g L−1

CCα 105.50 107.30 110.70
CCβ 110.70 114.00 120.20

b : intercept, b : slope, s : residual standard deviation,ρ: correlation coefficient,
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Cα: limit of decision, and CCβ: capability of detection at the maximum residue
imit (x0 = 100 �g L−1) for pure standards.

ach case remaining constant at the value corresponding to the
ptimum of the global function. Circles mean the size of the
xperimental domain obtained when fixing one of the variables
n each plot. Grey zones means desirability 0, whereas contour
ines ranges from 0 to 1.0. Lined zones are those of desirability
, being the flow rate the experimental factor with smaller vari-
bility range for maintaining the desirability equal to 1, as can
e seen in Fig. 4a and c.

Two complete designs (with two replicates) were repeated
ith 14 days between them including a change of filters. The
eak height change, but the position of the optimum obtained
or the global desirability is similar that obtained in the previ-
us analysis: 18.7% methanol, φ = 2.49 mL min−1, pH 5.53 and
8.1%, 2.37 and 5.64 mL min−1, respectively.

.2. Determination of sulfonamides in milk

The determination of the three sulfonamides independently
as carried out in the optima conditions found in the previous

tage. The calibration lines have been built with aqueous calibra-
ion solutions prepared as stated in Section 3. The concentrations
f the calibrations ranged from 20.0 to 154.7 �g L−1 for sulfadi-
zine, from 39.2 to 169.1 �g L−1 for sulfamethazine, and from
9.6 to 171.0 �g L−1 for sulfamerazine. The mean of three repli-
ates has been considered as analytical response. The parameters
f the regression models fitted once outliers were removed using

he least median of squares (LMS) regression [34] are shown in
able 2. As the maximum residue limit for sulfonamides in milk
as been fixed at 100 �g L−1 [2,3], Table 2 contains also the
alues of CCα (Eq. (4)) and CCβ (Eq. (2)) for x0 = 100 �g L−1.

4

o
b

able 3
rue and calculated concentrations, recoveries and relative errors in prediction for m

nalyte Milk Test sample ctrue (�g L−1)

ulfadiazine Skimmed A 1 109.20

ulfamethazine Skimmed A 2 106.80
Skimmed B 3 106.80
Full-cream A 4 106.80

ulfamerazine Skimmed B 5 108.00
Full-cream A 6 108.00
Full-cream B 7 108.00
75 (2008) 274–283

The parameters of the three calibration lines have not a sys-
ematic behaviour and have to be analysed jointly for each line.
or example, the higher slope corresponds to sulfamerazine but
lso the higher residual standard deviation. Since always exists
negative correlation between intercept and slope of calibration

ine, it occurs that different values of both of them can lead to
nalytical determinations of the same quality. So to compara-
ively study how the method worked it is more suitable using
he capability of detection, since in CCβ estimation slope and
tandard deviation of calibration line take part (see Eq. (2)). To
btain the CCβ values shown in Table 2, probabilities α and β
ave been fixed at 0.05.

It can be seen that for equal syx values (sulfadiazine and
ulfamethazine), higher values of slope b1 correspond better
Cα and CCβ, whereas if syx is higher, CCα and CCβ make
orse (sulfamerazine). In any case, limit of decision and capa-
ility of detection at 100 �g L−1 are very similar for the three
ulfonamides.

For each sulfonamide, the corresponding calibration line in
able 2 has been used to determine its concentration in spiked

est samples of two different brands of milk pretreated as it has
een indicated in Section 3.2. Both full-cream and skimmed
ilk samples were analysed. The recoveries of the analytical

rocedures estimated according to the procedure described in
ection 3.1.2.1 of Ref. [27] with three replicates (% recov-
ry = 100 × measured content/fortified level), were taken into
ccount in the estimation of the concentration of the test sam-
les shown in Table 3. The relative errors in percentage, column
ixth of Table 3, are always inside the range fixed by the Euro-
ean Decision 2002/657/EC, that ranges from −20% to +10%
t these levels of concentration.

.3. Validation of the experimental procedure according to
ommission Decision 2002/657/EC

Commission Decision 2002/657/EC [27] establish the per-
ormance criteria and procedures for validation of screening and
onfirmatory methods. In this paper, decision limit (CCα), detec-
ion capability (CCβ), trueness, precision and ruggedness of the
sed analytical procedure have being estimated.
.3.1. Detection capability (CCβ) and decision limit (CCα)
The capability of detection, CCβ, and the decision limit, CCα,

f the analytical procedure under study have been determined
oth at x0 = 0 and at x0 = 100 �g L−1, as normative establishes.

ilk test samples of two brands of milk (A and B)

ccalc (�g L−1) Recovery (%) Relative error (%)

111.92 87.78 2.49

105.06 98.38 −1.63
106.30 89.75 −0.47
114.19 76.86 6.92

107.89 67.35 −0.10
109.63 119.08 1.51
104.48 84.06 −3.26



C. Reguera et al. / Talanta

Table 4
Calibration curve for each sulfonamide and for a ternary mixture

Parameters Sulfadiazine Sulfamethazine Sulfamerazine Ternary mixture

b0 0.585 0.628 0.573 0.475
b1 0.011 0.007 0.014 0.012
syx 0.086 0.034 0.071 0.069
ρ 0.991 0.996 0.995 0.995

x0 = 0 �g L−1

CCα 13.92 9.46 9.05 9.27
CCβ 26.87 18.16 17.47 17.97

x0 = 100 �g L−1

CCα 110.20 107.10 107.10 107.20
CCβ 119.80 113.60 113.70 113.90
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0: intercept, b1: slope, syx: residual standard deviation,ρ: correlation coefficient,
Cα: limit of decision, and CCβ: capability of detection at 0 (x0 = 0 �g L−1) at

he maximum residue limit (x0 = 100 �g L−1) for milk samples.

CCα and CCβ values have been calculated with regression
odels signal vs. concentration using calibration milk samples

repared as stated in Section 3. The study has been carried
ut in two ways: (i) with each sulfonamide separately and (ii)
ith a ternary mixture of the three sulfonamides. As milk sam-
les are used, the performance characteristics are more realistic
han if they are determined by means of calibrations of aqueous
amples.

The mean of three replicates has been considered as analyt-
cal response. The parameters of the regression models and the
orresponding CCα and CCβ values are shown in Table 4. The
robability of false positive or false non-compliance is fixed at
%, and also the probability of false negative or false compli-
nce. In all cases three replicates, K = 3 in Eq. (2), have been
onsidered.

Fig. 1 indicates that the three analytes respond to the detector
n a similar fashion and so each one of them would inter-
ere in the determination of the others if it is present in the
ample. However, the normative establishes the MRL for the
otal content of sulfonamides, so a calibration has been car-
ied out with spiked samples with ternary mixtures of the
hree sulfonamides, results are shown in Table 4. In this case,
he proportions of each of them have been equal and the
otal amount is set at nine levels equally spaced from 10.8 to
56.6 �g L−1.

When comparing the results obtained for the calibration with
ernary mixtures (fifth column) and the results obtained for each
ulfonamide independently (columns two to four) it is clear that
he interference caused by the presence of the other two sulfon-
mides does not modifies the capability of detection for the total
ulfonamide amount.

At the MRL, the decision limit varies between 107.10 and
10.20 �g L−1, and the capability of detection between 113.60
nd 119.80 �g L−1, which are very similar values to those
btained in aqueous calibrations, Table 2. This means that the
etermination in milk samples does not modify the capability

f detection of the method. The same occurs at x0 = 0 �g L−1,
here CCα varies from 9.05 to 13.92 �g L−1 and CCβ from
7.47 to 26.87 �g L−1. Similarly to the case of aqueous cali-
ration, residual standard deviation, syx, is the parameter of the

r
9
s
s
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alibration that has a higher influence on capability of detec-
ion and limit of decision, both at zero concentration as at the

RL.
The difference between CCβ values, both at 100 �g L−1 as at

ero concentration, is due to the fact that the standard deviation
f the response in all linear calibration is higher at the con-
entration range edges than in the centre. For example, at the
RL, 19.80 �g L−1 of sulfadiazine can be detected, but only

6.87 �g L−1 at zero concentration, in both cases with false
on-compliant probability (false positive) and false compliant
robability (false negative) equal to 0.05.

.3.2. Accuracy (trueness and precision)
One way to estimate the accuracy of the analytical proce-

ures is based on building regression lines between calculated,
calc, and true, ctrue, concentrations [35]. To determine trueness,
t has been checked that the corresponding regression models
y = 0.0053 + 0.9999x for sulfadiazine, y = −0.0002 + 1.0000x
or sulfamethazine, and y = 0.0001 + 1.0000x for sulfamerazine)
ad slope and intercept statistically equal to 1 and 0, respec-
ively; so the analytical procedures fulfil the property of trueness
t significance level of 5%.

With regard to precision, this performance characteristic can
e estimated for a range of concentrations from the uncertainty
f the regression ccalc vs. ctrue. The residual standard deviation of
he regression model (syx) can be assimilated to the repeatability
f the analytical procedure. The values obtained for precision,
stimated through this approach, were 3.89 �g L−1 for sulfa-
iazine, 4.77 �g L−1 for sulfamethazine, and 4.42 �g L−1 for
ulfamerazine.

.3.3. Ruggedness
Ruggedness is defined [27] as “the susceptibility of an ana-

ytical method to changes in experimental conditions which
an be expressed as a list of the sample materials, analytes,
torage conditions, environmental and/or sample preparation
onditions under which the method can be applied as pre-
ented or with specified minor modifications”. In this study,
ince the analytical signals of the three sulfonamides are very
imilar, only the signal of sulfadiazine has been taken into
ccount.

As Commission Decision 2002/657/EC suggests, the Youden
pproach is used to evaluate the relevance of the possible changes
n the results of the analytical procedure in the ruggedness
tudy. The Youden approach consists simply of carrying out a
lackett–Burman experimental design [36]. In this case, a two-

evel design has been completed for seven experimental factors:
methanol, flow rate and pH of carrier solution, analytical and

onditioning cell potentials, concentration of sulfadiazine and
oment of measurement. The level (+1) of factors corresponds

o 21.2%, 2.5 mL min−1, 5.7 pH, 0.945 V, 0.210 V, 105 �g L−1

nd in the evening, respectively. Whereas the level (−1) cor-

esponds to 18.8%, 2.4 mL min−1, 5.2 pH, 0.855 V, 0.190 V,
5 �g L−1 and in the morning, respectively. The values corre-
pond to a variation of 5% with respect to the nominal conditions
tated above.
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Fig. 5. Ruggedness analysis by means of Plackett–Burman designs: (a) peak
height, (b) standard deviation of peak height. Coefficients estimated for the seven
factors: %methanol (b ), flow rate (b ), pH (b ) of carrier solution, analytical
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b4) and conditioning (b5) cell potentials, concentration of sulfadiazine (b6) and
oment of measurement (b7).

Two responses have been considered in this analysis since
t is useful to know the ruggedness of the procedure carried
ut with respect to peak height and its variability. So two
nalyses have been performed taking as response either the
ean or the standard deviation of three replicates of peak

eight.
The analysis was performed using the Lenth’s approximation

24], since it does not need replicates to evaluate the signifi-
ance of the coefficients. The Lenth’s method estimates a robust
alue of the standard deviation (S.D.), from which the active
ffects can be identified. The coefficients higher than a criti-
al value (set at 2.5 S.D.) are considered significant and are
emoved. The procedure is repeated until there are no significant
ffects.

In the case of peak height, the estimated coefficients are
hown in Fig. 5a. Since no coefficient is greater than the corre-
ponding critical value (±2.33) the conclusion is that variations

n the factors do not affect the peak height. The same occurs
n the case of the standard deviation of peak height, the cor-
esponding coefficients are shown in Fig. 5b. In this case,

[
[
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he critical value was ±0.20, which is not exceeded by any
oefficient.
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bstract

A reliable method for the determination of iodine and molybdenum in milk samples, using alkaline digestion with tetramethylammonium
ydroxide and hydrogen peroxide, followed by quadrupole ICP-MS analysis, has been developed and tested using certified reference materials.
he use of He + O2 (1.0 ml min−1 and 0.6 ml min−1) in the collision-reaction cell of the mass spectrometer to remove 129Xe+ – initially to enable the
etermination of low levels of 129I – also resulted in the quantitative conversion of Mo+ to MoO2

+ which enabled the molybdenum in the milk to be
etermined at similar mass to the iodine with the use of Sb as a common internal standard. In order to separate and pre-concentrate iodine at sub

g l−1 concentrations, a novel method was developed using a cation-exchange column loaded with Pd2+ and Ca2+ ions to selectively retain iodide

ollowed by elution with a small volume of ammonium thiosulfate. This method showed excellent results for aqueous iodide solutions, although
he complex milk digest matrix made the method unsuitable for such samples. An investigation of the iodine species formed during oxidation and
xtraction of milk sample digests was carried out with a view to controlling the iodine chemistry.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Milk is recognized as the most complete food in the human
iet because it contains all the macronutrients such as proteins,
ipids and carbohydrates and all the essential micronutrients such
s elements, vitamins and enzymes. A lot of information has
een accumulated concerning the composition of milk in terms
f fat, protein and vitamins [1]; however, less attention has been
aid to the elemental composition of milk in spite of the great
mportance of essential elements in nutrition [2,3].

Iodine is one of the most important trace elements in human
utrition; its physiological function as a constituent of thyrox-
ne, the hormone secreted by the thyroid gland, necessitates the

ontrol of intake levels, as deficiency or excessive exposure both
ave a detrimental affect on thyroid function [1,4]. Concentra-
ions of iodine in cow’s milk, which is a major contributor to

∗ Corresponding author. Tel.: +44 1509 222593; fax: +44 1509 223925.
E-mail address: h.j.reid@lboro.ac.uk (H.J. Reid).
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ICP-MS

ietary exposure, are naturally influenced by the levels of iodine
n feedstuffs, which vary seasonally [5]. It has been reported that
odine in milk is present mostly as free iodide [6] with relatively
mall amounts of organic iodine. Whilst 127I is the only stable
sotope, the most hazardous iodine species are the radioactive
sotopes such as 129I and 131I which may enter the food chain via
he air–grass–cow–milk pathway as a result of aerial emissions
rom nuclear reprocessing plants [7]. The long-lived radionu-
lide 129I is monitored by regular measurement of 129I content
f liquid milk from cows in the potentially affected areas [8,9],
ypically by radiometric analysis after appropriate separation
echniques [10].

Inductively coupled plasma mass spectrometry (ICP-MS)
otentially offers a quick, simple method of monitoring iodine
sotopes in milk; however there are a number of problems asso-
iated with the use of ICP-MS for this assay. Firstly, iodine has a

elatively high detection limit in ICP-MS in comparison to other
lements due to its high ionisation potential (10.45 eV). Also,
ignal memory effects can be a problem, due to evaporation of
odine as HI or I2 from aerosol droplets in the spray chamber
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140Ce+/140Ce16O+ ratio did not exceed 0.02. Typical operational
conditions for the ICP-MS are given in Table 1.

Sb (200 ng g−1) was used as the internal standard and dilute
tetramethylammonium hydroxide (TMAH, 0.5% in water) was

Table 1
Typical operating parameters for the VG PQ ExCell

RF power (W) 1350
Gases (l min−1)

Plasma 12.60
Auxiliary 0.80
Nebuliser 1.03

Lenses Tuned for optimum (In) signal
Hexapole pole bias (V) −1.96
L3 (V) −119.4
Focus (V) +20.9
Deflector lens (V) −35.8
Quadrupole pole bias (V) +1 or −10a

Torch position Tuned for optimum (In) signal

Acquisition parameters
No of scans 100
Channels per mass 1
Dwell time (ms) 10
No of replicates 5
Scanning mode Peak jump
m/z measured 92, 95, 96, 97, 98, 121, 123, 124, 127,
90 H.J. Reid et al. / Tal

11]. Furthermore, interference on the 129I+ signal arises from
29Xe+ and possibly also 127IH2

+ ions [12,13], making the use
f oxygen as a collision/reaction gas an attractive option for this
nalysis.

Before considering instrumental conditions, however, it is
ecessary to carefully consider sample preparation, to avoid
osses due to iodine’s volatility and complex redox chemistry.
t low pH iodide is easily oxidised to volatile molecular iodine
y dissolved oxygen (or other dissolved oxidants):

I− + O2(g) + 4H+ → 2H2O + 2I2(aq) E0 = 0.61 V (1)

At high pH, the oxidation of iodide to iodine is avoided, and
t is therefore usual to prepare samples in alkaline media to
revent the oxidation of I− to I2 or the formation of HI. With
ilk samples, it is also important to destroy the organic matrix

o reduce the spectral interferences from carbon species and
he possibility of cone blockage in the ICP-MS interface. Thus
ecomposition with strong alkali, such as ammonia, potassium
ydroxide or tetramethylammonium hydroxide (TMAH), alone
r in combination, has been used to prepare milk samples for
odine determination [4,11,14,15]. These procedures lead to the
onservation of the iodine as iodide or iodate, which is then
etermined by ICP-MS regardless of the iodine species present
n the original sample. The use of alkaline conditions also poten-
ially enables the simultaneous determination of other important
nion-forming elements such as selenium, arsenic, sulfur and
olybdenum, though this aspect appears to have received little

ttention in the literature, iodine usually being determined sep-
rately from other trace elements. The flexibility of this sample
reparation technique is illustrated in the present study by the
uccessful determination of molybdenum, an essential nutrient
equired for the function of molybdoenzymes, such as milk xan-
hine oxidase which catalyses the oxidation of xanthine to uric
cid [16].

For iodine determination alone, an alternative approach
s to deliberately convert iodine in the sample to elemental
odine vapour for analysis, and total iodine has been deter-

ined in milk by vapour generation ICP-optical emission
pectrometry [17], though an alkaline digestion was still required
o destroy the organic matrix prior to generating the iodine
apour. Iodine has been determined directly in milk powder
y electrothermal vaporization-ICP, but again interference from
he organic matrix was a problem, necessitating the use of
re-reduced Pd as a chemical modifier and internal standard
18].

The work reported here describes the preparation of milk
amples for the determination of iodine and molybdenum by
CP-MS using sample pre-concentration and hexapole collision-
eaction cell technology. The first aim was to develop a
traightforward digestion method to break down the organic
atrix of the milk, without loss of analyte, yielding a clear

olution suitable for continuous nebulisation and analysis by

CP-MS. Once this was achieved, attention turned to pre-
oncentration of the digest before introduction to the ICP-MS to
mprove detection limits. To determine 129I, the use of oxygen
n the hexapole collision-reaction cell of the instrument removes
75 (2008) 189–197

29Xe+ ions by a rapid charge-transfer mechanism (Eq. (2)) [19],
hus preventing them interfering with 129I determination.

Xe+ + O2 → Xe + O2
+

�H = −0.06 eV; k= 1.10 × 10−10 cm3 s−1 (2)

It has been reported that 129Xe+ reacts 104 times faster with
2 than 129I+ does [20] and thus use of oxygen can selectively

emove 129Xe+. This may also be of importance in facilitating
he use of low level 129I spikes for isotope dilution determination
f 127I [21].

. Experimental

.1. Instrumentation

A VG PQ ExCell with Collision Cell Technology (CCT)
Thermo Elemental, Winsford, Cheshire, UK), was employed
or ICP-MS analysis. The instrument, located in a general-
urpose laboratory without air filtration or conditioning
quipment, was used with a polyamide or glass nebuliser, a silica
mpact bead spray chamber, cooled to 5 ◦C by a Peltier cooler,
nd standard silica torch. Standard nickel sample and skimmer
ones were used.

The ion optics were tuned to optimise the sensitivity of the
ignal at m/z 115 for a 1 �g l−1 indium solution, which was typ-
cally 60,000–120,000 counts s−1 in standard (non-CCT) mode.
he relative standard deviation of 1 �g l−1 115In signals was

ess than 1.5% and the oxide levels were monitored to ensure the
128, 129, 130, 131, 132
Delay time (s) 90
Wash time (s) 90

a Denotes quadrupole bias when collision cell mode enabled.
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sed as the wash solution, with a 4 min washout time between
amples (extended from the normal 90 s to prevent carryover of
odine).

For removal of 129Xe, helium and oxygen were introduced
nto the collision cell while aspirating a 5 ng g−1 iodide solution.

ith the He flow rate set to 1 ml min−1, the O2 flow was varied
o maximise the 127/129 signal ratio whilst retaining sufficient
ensitivity for iodine determination. Similarly pole bias settings
f both the hexapole and quadrupole analyzer were adjusted to
roduce a high 127/129 ratio. Optimal conditions established
his way were O2 flow 0.6 ml min−1 with a hexapole bias of

2 V and quadrupole bias of −10 V. The slight negative bias on
he hexapole is expected because the charge transfer reaction of
e with O2 is slightly endothermic (+0.06 eV) and is therefore

avoured by more energetic ions [22].
Unicam 8700 series and Shimadzu UV-1601PC UV-Visible

pectrophotometers were employed to monitor the presence of
2, I− and I3

− in oxidation experiments.
A 757 VA Computrace (Metrohm, Herisau, Switzerland) was

sed for the electrochemical oxidation of potassium iodide in
.1 M KCl using a platinum electrode with a potential sweep of
1.2 to 1.2 V.

.2. Materials and reagents

Certified reference materials (CRMs) produced by the
ational Institute of Standards and Technology (Dried Whole
ilk, NIST 8435) and the European Community Bureau of
eference (Dried Skimmed Milk, BCR 063R) were purchased

rom LGC, Teddington. A further sample of the NIST 8435
eference material was obtained from the Central Science Labo-
atory (CSL), York. Several liquid and dried milk samples were
btained from local Tesco and Safeway stores.

Two dried milk samples were supplied by British Nuclear
uels Ltd. (BNFL): a sample of unknown 129I content but
elieved to be below 0.01 ng g−1 in the liquid milk, and a fur-
her sample which had been spiked with 1 �g l−1 of 129I, then
reeze-dried to give a 129I concentration of 8 ng g−1.

Reagents for the digestion of the milk powder samples
ere purchased as follows: tetramethylammonium hydroxide

TMAH) from Apollo (Stockport, UK); hydrogen peroxide
20 vol) and Triton-X from Romil Pure Chemistry Ltd. (Cam-
ridge, UK). Further treatment of the digests utilised Oxone®

potassium hydrogen peroxymonosulfate sulfate) and methyl-
so-butylketone, both from Aldrich Chemicals (Gillingham,
orset, UK); methanol, ammonium thiosulfate, sodium chlo-

ide, potassium iodide and nitric acid (trace analysis grade) from
isher Scientific (Loughborough, UK); and toluene and from
ancaster (Morecambe, Lancs, UK).

OnGuard-HTM ion exchange cartridges (Dionex, Camber-
ey, UK) were used for iodine pre-concentration, along with
alladium nitrate (Avocado, Heysham, UK) and calcium stan-
ard solution (1000 �g ml−1) (Fisher Scientific, Loughborough,

K). All solutions were made up using deionised water

18.2 M�) (Elga Maxima, Prima Systems, UK).
The ICP-MS instrument was set up using a multi-element

une solution supplied by SPEX Chemicals (Metuchen, NJ,

s
p
v
t
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SA). Calibration standards were freshly prepared from pur-
hased 1000 �g ml−1 standard solutions: iodide from SPEX
ertiprep (Metuchen, NJ, USA), and molybdenum and anti-
ony (internal standard) from Fisher Scientific (Loughborough,
K).

.3. Digestion procedure

Five hundred milligram dried milk (or 3 g liquid milk) was
eighed into a centrifuge tube. To the dried sample, 3 ml water
as added and mixed well by shaking. Four millilitre each
f tetramethylammonium hydroxide (TMAH, 25%), Triton X-
00 (surfactant, 5% w/v) and H2O2 (20 vol) were then added.
he tube was placed in a water bath at 70 ◦C for 2 h, agitat-

ng on a vortex mixer every 10–15 min. Following this, the
igest was made up to 20 ml with water, including the addi-
ion of 1 ml of 400 �g l−1 Sb solution as internal standard,
haking to mix. The tube was placed in a centrifuge and spun
t ∼5000 rpm for 5 min. This procedure was found to give a
lear, stable solution that could be nebulised continuously and
tored for several days in a refrigerator without degradation.
rocedural blanks were prepared alongside each batch of sam-
les.

.4. Calibration procedure

Calibration standards were made up in the ranges
–100 �g l−1 of iodide, and 1–20 �g l−1 of molybdenum, each
tandard solution containing the same concentrations of TMAH,
riton X-100 and Sb as the digests. A calibration curve of

27I/121Sb signal ratio versus iodine concentration was then used
or quantification of 127I in the digests. Molybdenum was quanti-
ed in the digests via calibration curves of 98Mo/121Sb (standard
ode) or 128MoO2/121Sb (collision-reaction cell mode) versus
olybdenum concentration.

.5. Pre-concentration procedures

.5.1. Using oxidation/solvent extraction
The milk powder was digested as above, but excluding the

ddition of internal standard. The digest (20 ml) was then taken
own to pH 2 via drop-wise addition of conc. HNO3. Oxone®

0.2 g) and toluene (5 ml) were added simultaneously as soon as
H 2 was reached, and the vessel stirred using a vortex mixer for
round 5 min. The mixture was spun on a centrifuge for a further
min to separate the layers; the organic layer was collected and

he aqueous layer discarded.
Aqueous ammonium thiosulfate, 0.1 M (2 ml) was added to

he organic layer and the mixture stirred on a vortex mixer
or 5 min. Finally, the mixture was spun on a centrifuge
∼5000 rpm) and the aqueous layer removed for analysis.

In establishing the above procedure, the effect of using
xone® as an oxidising agent for iodide was studied. UV–vis
pectra of solutions of potassium iodide (0.3 mM), acidified to
H 2 with sulfuric acid, were recorded at measured time inter-
als after addition of Oxone® (40 �l of 1% or 2% solution),
o monitor the presence of iodine species via the characteristic
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Table 2
Determination of 127I in milk powder samples

Reference material Found valuea (�g g−1) Certified value (�g g−1)

BCR063R (n = 6) 0.75 ± 0.12 0.81 ± 0.05
N
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IST8435 (n = 4) 2.64 ± 0.40 2.3 ± 0.4

a Found values are expressed as mean ± 3× standard deviation.

bsorbance wavelengths of I2 (460 nm), I3
− (290 and 350 nm)

nd I− (226 nm).

.5.2. Using a cation-exchange column
An OnGuard-HTM cartridge was loaded with Pd2+ by passing

alladium nitrate solution (100 �g ml−1, 8 ml) through the car-
ridge. Following this, 13 ml of an aqueous solution containing
00 �g l−1 iodide and 50 �g ml−1 Ca2+ was passed thorough
he cartridge. The percentage of applied palladium and iodide
etained on the cartridge was monitored by ICP-MS determina-
ion of these elements in the eluent. The cartridge was washed
ith methanol, before applying a solution of ammonium thio-

ulfate (0.01 M, 0.5 ml) to the cartridge to elute the iodide (as
alladium iodide). This procedure was tried using the milk digest
olution in place of the aqueous iodide/calcium solution.

. Results and discussion

.1. Determination of 127I in milk powder

The basic digestion procedure, using TMAH, Triton-X and
ydrogen peroxide as described above, was found to success-
ully digest the milk samples with the quantification of 127I in
he CRMs being in close agreement with certified values, as
hown in Table 2. The limit of detection was blank-limited at
bout 0.1 �g g−1 in the milk powder.
This sample preparation procedure could have wider appli-
ation, including the determination of metals in oxy-anions (e.g.
r(VI), As, Se, Mo), and other trace metals by addition of EDTA

o maintain them in solution at the alkaline pH used [23]. Molyb-

i
r
b
a

Fig. 1. 20 �g l−1 Mo standard in water: ICP-MS with CCT using He + O2 op
75 (2008) 189–197

enum was quantified in the milk digests, as described in the next
ection, but other elements were not determined in this work.

.2. Removal of Xe+ interference

In order to measure 129I by ICP-MS it was necessary to
emove Xe+ interference and this was successfully carried
ut for aqueous samples, where the background m/z 129 sig-
al was effectively eliminated with He (1.0 ml min−1) and O2
0.6 ml min−1) in the collision/reaction cell, due to the charge
ransfer reaction noted previously (Eq. (2)).

The milk digests, however, produced a sizeable signal at m/z
29. This was not due to residual Xe+ (as the signal for 131Xe was
irtually zero), but was found to be due to the almost quantitative
onversion of Mo+ to MoO2

+ in milk powder digests with O2 in
he cell. This was confirmed by running a standard (20 �g l−1)

o solution in standard and CCT modes. Standard mode signals
or Mo isotopes at m/z 92, 94, 95, 96, 97, 98 and 100 disappeared
n CCT mode to be replaced by signals (in the same isotopic
roportions) at m/z 124, 126, 127, 128, 129, 130 and 132, as
hown in Fig. 1.

This formation of MoO2
+ is consistent with the findings of

oyanagi et al. [24] who showed that Mo+ ions produced in an
CP source and thermalised by collision with Ar or He atoms
eact with O2 at room temperature in a two stage reaction:

o+ + O2 → MO+ + O

oO+ + O2 → MoO2
+ + O

The signal at m/z 128 was used to quantify Mo in the two milk
RMs, the unspiked BNFL sample and a Safeways dried milk

ample (selected at random), and the results compared with val-
es obtained by measuring 98Mo (and 97Mo) in the same digests
n standard (non-CCT) mode. In all cases 121Sb was used as the

nternal standard for the determinations. The results are summa-
ized in Table 3 and it can be seen that there is good agreement
etween the Mo values recorded in the two instrumental modes
nd also that the results for the CRMs are in acceptable agree-

timised for Xe removal; labels are natural abundances of Mo isotopes.
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Table 3
Determination of molybdenum in milk powder samples in standard and CCT modes

Sample Mo content (�g g−1) from
98Mo/121Sb (standard mode)a

Mo content (�g g−1) from
128MoO2/121Sb (CCT mode)a

Certified (c) values
(�g g−1)

BCR063R 0.23 ± 0.03 0.23 ± 0.08 n/a
NIST8435 0.22 ± 0.04 0.24 ± 0.03 0.29 ± 0.13 (c)
BNFL (unspiked) 0.40 ± 0.10 0.37 ± 0.11 n/a
S
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afeways dried milk 0.31 ± 0.13

a Experimental values are expressed as mean ± 3× standard deviation of resu
he same results as 98Mo/121Sb.

ent with the certified value for NIST8435. The detection limit
or Mo was 0.01 �g g−1 in the milk powder in both standard and
CT modes.

As can be seen from Table 3, Mo concentrations in the
ilk samples were all similar and in the range 0.2–0.4 �g g−1

5–10 �g l−1 in the digest solution). This is not high enough to
ause noticeable interference with the measurement of 127I in
ilk, though may be significant (5–10% increase in m/z 127

ignal) for iodine levels less than 1 mg kg−1 in milk powder.
owever, interference on 129I at low levels would clearly be

evere, as can be seen in Table 4 which shows typical signal lev-
ls obtained for standards and digest solutions, with and without
he use of gas in the collision cell.

Attempts were made to adjust conditions in the cell to try to
emove as much Xe as possible whilst minimising production
f MoO2

+ and maintaining a strong iodine signal at m/z 127. A
ixed standard solution containing 10 �g l−1 molybdenum and

0 �g l−1 iodine was investigated using CCT, varying gas and
ole bias conditions. Xe+ was tracked by monitoring the signal
t m/z 131 and the 126/97 signal ratio monitored conversion of
o+ to MoO2

+. Very little improvement was found by varying
he pole bias conditions using He and O2 gases, and the use
f He + H2 over a wide range of flow rates in the cell failed to
rovide any effective reduction in Xe interference (in contrast
o results reported by Becker [25]), as the 127/131 signal ratio
emained the same as with no gas in the cell. It was concluded
hat separation and pre-concentration of iodine in the digests
ould be needed to determine low levels (<0.01 ng g−1) of 129I.

.3. Pre-concentration of iodine by trapping on a column

Initial attempts were made to concentrate and separate the
odide by addition of silver nitrate to precipitate silver halides,

ollowed by filtration, dissolution of silver chloride with ammo-
ium hydroxide and extraction of iodide from the filter with
mmonium thiosulfate, but this approach met with little success.
t was felt a column technique would be preferable, whereby sil-

w
s
c
w

able 4
ypical signals (counts per second) for standards and digest solutions. Standard cond

m/z 127

Standard CCT

�g l−1 Iodine solution 12,000 3000
ilk powder digest solution 12,000 per �g l−1 iodine 3000 per �g

0 �g l−1 Mo solution Blank level 3000
0.27 ± 0.16 n/a

m three separate digests of each sample. Quantitation using 97Mo/121Sb gave

er ions on a cation exchange column (OnGuard-HTM) could be
sed to retain the halides. However, the large excess of chloride
n the digests made this problematical due to column overload.
t was clear that a column method was needed that would trap
odide but not chloride.

To this end, the use of a Pd2+-loaded column was investigated,
o make use of the insolubility of PdI2 compared to the solubil-
ty of PdCl2. Passing Pd(NO3)2 solution (100 �g ml−1, 8 ml)
hrough an OnGuard-HTM cartridge resulted in effective satura-
ion of available sites with Pd2+. However, on passing through
queous solutions of potassium iodide, it was found that iodide
as poorly retained on the cartridge, indicating that little PdI2
as being formed. This problem was alleviated by the addi-

ion of Ca2+ which by competing for binding sites appeared
o mobilise the Pd2+ making it available for PdI2 formation.
n passing 13 ml of an aqueous solution of 500 �g l−1 I− plus
0 �g ml−1 Ca2+ through the Pd2+-loaded cartridge it was found
hat >97% of the iodide was retained on the cartridge; for lower
evels of iodide (100 �g l−1 I−) the retention was a little less
fficient, but still >80%.

It was found that a 0.01 M solution of ammonium thiosul-
ate was very efficient at eluting the PdI2 from the cartridge in a
mall volume (the characteristic brown colour was seen within
he first 0.5 ml of eluent, whereafter the eluent ran clear) whilst
voiding the column degradation observed with higher thiosul-
ate concentrations. Thus a high pre-concentration factor could
e achieved. It was further found that methanol did not elute any
f the iodide; thus methanol could be used as a wash step between
oading and eluting the column, to remove any unwanted organic

atter.
It was hoped that this success at pre-concentrating iodine

as iodide) in aqueous samples using a Pd2+-loaded cartridge
ould be translated to the milk digest samples. This optimism

as fuelled by the fact that the milk samples already contained

ufficient calcium to facilitate retention on the cartridge, and the
artridges have a quoted pH working range of 0–14 and hence
ould not be adversely affected by the strongly alkaline digests.

itions employed no gas in cell; CCT used He + O2 at 1.0 + 0.6 ml min−1

m/z 129 m/z 131

Standard CCT Standard CCT

3000 50 2800 10
l−1 iodine 2000 1600 1700 20

2400 2400 1900 30
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owever, the method did not work with the milk digests. The
alladium was stripped from the cartridge on application of the
igest solution and consequently iodide was not retained; it is
ikely that the Pd2+ was displaced by the tetramethylammonium
on present in large excess from the digestion reagent.

It was thought that it might be possible to form PdI2 within
he digest solution simply on addition of a large molar excess
f Pd(NO3)2. However, experiments such as a Bjerrom plot and
peciation simulations using CHESS (Chemical Equilibrium of
pecies and Surface environmental speciation modelling soft-
are, ARMINES, Fontainebleu, France) showed that, at the

trongly alkaline pH of the digest solution, Pd2+ does not exist
nd that the dominant species will in fact be PdO (aq) and
d(OH)2. The Pd2+ ion will only exist in the solution if the
H < 2. This is important since it would suggest that the forma-
ion of PdI2 would not be ionic and would not occur rapidly;
nstead the reaction would have to proceed by a ligand substitu-
ion reaction and could potentially be very slow.

.4. Pre-concentration of iodine by oxidation/solvent
xtraction
As an alternative to a column separation, solvent extraction
as tried, extracting the analyte as molecular iodine from an

cidified digest (HNO3 added to pH 2), using toluene as the
olvent. The non-polar, but highly polarisable, molecular iodine

i
a
c
h

ig. 2. UV–vis absorbance spectra of potassium iodide solution after oxidation (a
ater + 0.1 M KCl. Peaks indicate the presence of I3

− (290 and 350 nm) in (a–c) and
75 (2008) 189–197

hould be extracted into the toluene layer. Ammonium thiosul-
ate or TMAH could then be used to back-extract the iodine as
odide into a small volume of aqueous solution. However, very
ow and variable amounts of iodine were extracted from digests
as measured by ICP-MS), despite various modifications to the
onditions (e.g. pH adjustments, omission of Triton-X, addition
f NaCl) to try to improve the separation and extraction process.

The I2 may well have been lost through one or more of a
ariety of other reactions which may have been favoured under
he conditions used, such as:

Formation of I2–Cl− (due to high Cl− in digests)
Interaction of I2 with H2O, e.g.

I2 + H2O � HOI + I− + H+ (3)

Loss of I2 via disproportionation to I− and IO3
−

Formation of I3
−:

I2 + I− � I−3 (4)

Spiking the digests with potassium iodide (ca. 0.1 mM or
0 �g ml−1) appeared to enable the formation of molecular

odine and its subsequent reduction to iodide to be visibly tracked
lthough later studies showed that the visible species was almost
ertainly I3

−. In addition, the H2O2/HNO3 in the digest may
ave provided insufficient oxidation potential to form I2 reliably.

) with H2O2 at pH 1, (b) with H2O2 at pH 2.2 and (c) electrochemically in
I2 (460 nm) in (a and b).
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The formation of I3
− (Eq. (4)) was clearly shown by measur-

ng UV–vis spectra of acidified solutions (pH 1–2) containing
otassium iodide (2–10 mM) and hydrogen peroxide (20 vol,
ml) in 20 ml water, which showed sizeable peaks at 350 nm
nd 460 nm (Fig. 2(a) and (b)) indicating the presence of I3

−
nd I2, thus showing oxidation of the iodide to iodine, with
ignificant I3

− also produced.
The size of the I2 peak (460 nm) decreased at pH > 1 and at pH

and higher the I2 peak disappeared, though the I3
− peak could

e seen up to pH 6, indicating that any I2 produced under these
ess acidic conditions appeared to be complexed with the large
xcess of I−. (Note that the large peak at ca. 300 nm is due to the
itrate ion of the nitric acid used to acidify the solution). Further
vidence for the formation of I3

− in oxidised iodide solutions
as found during studies into a possible method for remov-

ng trace iodine contamination from the TMAH reagent by a
olarographic method. Electrochemical oxidation of potassium
odide (in deionised water with 0.1 M KCl electrolyte) produced
straw-coloured liquid with a UV–vis spectrum having charac-

eristic I3
− peaks (290 nm and 350 nm) but no I2 peak at 460 nm

Fig. 2(c)).

.5. Use of Oxone® as oxidising agent
As oxidation to I2 may not have been taking place
eliably in the acidified digest, it was felt that a more pow-
rful oxidising agent than H2O2 + HNO3 in the digest was
equired. Oxone® (Dupont Chemicals) has as its active ingre-

a
t
d
O

ig. 3. UV–vis spectra showing the gradual disappearance of I2 produced in acidifie
ater; (c) shows the decline in absorbance at 460 nm (I2 peak) over the 1-h period.
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ient potassium monopersulfate (KHSO5) which is present
n the triple salt potassium hydrogen peroxymonosulfate sul-
ate (2KHSO5·KHSO4·K2SO4, molecular weight 614.7) [26].
xone® dissolved in water is naturally acidic (pH 2.3 for 1%

olution, pH 2.0 for 3% solution), and undergoes reduction as
hown in the following half reaction:

SO5
− + 2H+ + 2e− → HSO4

− + H2O E0 = + 1.44 V

nd thus the reduction potential is sufficiently positive to enable
xone® to reliably and completely oxidise I− to I2 at room

emperature in acid solution, via the reaction:

SO5
− + 2H+ + 2I− → HSO4

− + I2 + H2O (5)

By monitoring the characteristic UV–vis absorbance wave-
engths of I2 (460 nm), I3

− (290 and 350 nm) and I− (226 nm) in
est solutions, Gazda et al. [27] showed that Oxone® treatment
as capable of converting not only I− but also I3

− to I2, proba-
ly as a result of oxidation of all available I− causing a shift in
he equilibrium of Eq. (4).

To investigate the effect of using Oxone® instead of H2O2 as
n oxidising agent for iodide, Oxone® (1.25 mM) was added to
0 ml of potassium iodide solution (5 mM). The UV–vis spec-
rum of the solution was measured at 10 min intervals. The
pectra were very different from those observed using H2O2

t the same pH (pH 2). Only the I2 peak (460 nm) was evident;
he I3

− peaks were entirely absent, and the I2 peak gradually
ecreased over time, disappearing completely an hour after the
xone® was first added (Fig. 3).

d potassium iodide solution (a) immediately after adding Oxone® and (b) 1 h
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A possible reason for this decline in I2 could be due to the for-
ation of volatile HI in acidic solution, or reaction with water

o produce HOI and I− (Eq. (3)). Although Oxone® has suf-
cient oxidation potential in principle to convert I2 to IO3

−
E0 = +1.21 V), in practice this reaction is not favoured at low
H.

Acidic conditions are necessary for the Oxone® to work (Eq.
5)) and this was confirmed in practice. A 1% aqueous solution
f Oxone® had a natural pH of 2 and adjusting to alkaline pH
eant that the iodide was not oxidised.
Subsequent experiments with varying concentrations of

otassium iodide showed that a concentration of 50 �g ml−1

0.3 mM), acidified to pH 2 with sulfuric acid (to avoid interfer-
ng nitrate peaks) produced a very large but on-scale iodide peak
nd such a solution was used to follow the oxidation process, by
dding Oxone® directly into the quartz cuvette and observing
he change in the spectrum over time. The UV–vis spectrum of
xone® solution alone showed only one peak at 202 nm; thus

ny un-reacted Oxone® would not mask the peaks due to iodine
pecies.

After measuring the spectrum of the 50 �g ml−1 acidified
otassium iodide solution, 40 �l of Oxone® solution (1%) was
dded and the spectrum recorded immediately, then again after
min and 10 min. On addition of Oxone®, the iodide peak

226 nm) reduced in size and small peaks at 290 nm, 350 nm
nd 460 nm appeared. However, after 5 min, the peaks at 290
nd 350 nm (I3

−) had more than doubled in size, whilst that
t 460 nm (I2) remained very small. The spectrum after 10 min
emained virtually the same with a very slight further reduction
n the iodide peak at 226 nm (see Fig. 4a).

The above experiment was repeated, but this time doubling

he amount of Oxone® added. This time the iodide peak essen-
ially disappeared on addition of Oxone®, and three small peaks
t 290, 350 and 460 nm appeared, but after 5 min the first two of
hese had gone, leaving a single peak at 460 nm, which almost

t
i
M
s

ig. 4. UV-vis spectra showing the effect of treating a 50 �g ml−1 solution of acid
xone® solution and (b) 40 �l of 2% Oxone® solution, where t is the time period be

s probably due to residual Oxone®).
75 (2008) 189–197

oubled in size from 0 to 5 min before gradually decreasing but
emaining at about two-thirds of its maximum height after an
our (see Fig. 4b). This indicated that the higher level of Oxone®

ad successfully oxidised the I− to I2, and the I3
− formed

according to Eq. (4)) had also been quantitatively converted
o I2, as previously reported [27].

The above experiments showed that if insufficient Oxone®

ere added, such that un-oxidised iodide remained, any I2
ormed would complex with the remaining I− to leave I3

− as the
ominant oxidised species. Therefore Oxone® should be added
n excess to a solution at pH 2 to ensure quantitative conversion
o I2.

Whilst the iodine species formed in aqueous iodide solu-
ions treated with Oxone® could usefully be monitored via their
V–vis absorbance profiles, it was not possible to monitor the

odine species in the digest solutions directly by UV–vis spec-
roscopy, due to large absorbances of other components in the
igest matrix masking the iodine peaks.

.6. Solvent extraction following Oxone® oxidation

Digests of the milk sample spiked with 129I were prepared
or analysis using the Oxone oxidation/extraction scheme as
etailed in Section 2. These, along with procedural blanks and
n-extracted digests for comparison, were introduced to the
CP-MS, with the collision cell employed as described ear-
ier. The signals at m/z 95, 97, 126, 127, 128, 129, 130 and
31 were measured. By monitoring m/z 131, it was seen that
e+ had been successfully removed. Monitoring m/z 126–130

howed clearly the characteristic pattern of MoO2
+ for the un-

xtracted digest, except that the signal at m/z 129 was higher

han would be expected from the Mo isotope ratios, indicat-
ng that 129I was being detected, albeit largely masked by the

oO2
+ signal. In principle, the pre-concentration procedure

hould remove the molybdenum and lead to a 10-fold increase

ified potassium iodide (pH 2) in a standard UV cuvette with (a) 40 �l of 1%
tween the addition of Oxone and recording the spectrum (the peak at ∼200 nm
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n iodine signals at m/z 127 and 129 (20 ml digest solution to
ml ammonium thiosulfate extract). Whilst analysis of the pre-
oncentrated digest showed that the MoO2

+ interference had
een essentially removed, the signal at m/z 129 was much lower
han would be expected for the 129I (assuming a concentration
actor of 10). Moreover the 127I signal had only increased by a
actor of 3.

Possible reasons for the poor extraction efficiency can be
uggested by considering the stages in the extraction and the
ossible iodine species formed. In the initial digest, it is assumed
hat the iodine is present mostly as free iodide [6] and some
rganic iodine which is released according to:

I + OH− � R OH + I−

hich is heavily biased towards the right hand side of the equi-
ibrium when TMAH is present.

Once the iodide is oxidised to iodine on addition of Oxone®

Eq. (5)), there is the possibility that it may be complexed by
esidual organic matter in solution. The addition of a strong
omplexing agent with a high affinity for iodine might mitigate
his effect and aid the extraction of iodine. Polyvinylpyrrolidone
PVP) should fulfil this function, and the yellow colour of the
odine–PVP complex (used as a colorimetric reagent for iodine
etermination [27]) could aid visual tracking of the extraction.

Alternatively, it has been shown that iodine readily complexes
ith iodide ions to form I3

−. In the presence of a large excess of
hloride ions in the digest (of the order of 250 �g ml−1), I2Cl−
ay be formed, thus hampering extraction of I2 into toluene.
ne solution to this would be to add silver nitrate after the I2
as been formed, to precipitate out the chloride as AgCl and thus
void the formation of I2Cl−.

Addition of either PVP or silver nitrate to the digests yielded
o improvement in extraction efficiency, although the work was
ampered by high blanks at m/z 127 and m/z 129 from the
ddition of the reagents, as seen in the procedural blanks.

. Conclusion

The complex redox chemistry of iodine makes this a diffi-
ult element to extract from complex biological matrices and
etermine at low (sub �g l−1) concentrations, as encountered
hen monitoring low levels of 129I in milk. This work has
ielded a reliable method for the determination of 127I in milk
amples (verified with certified reference materials), using alka-
ine digestion with TMAH and hydrogen peroxide, followed by
uadrupole ICP-MS analysis. The digestion method has been
uccessfully applied to the determination of molybdenum in
ilk and could also be used to prepare biological materials for

etermination of other anions, e.g. of Se and As and, with the
ddition of EDTA, trace metals analysis.

Investigation of pre-concentration/extraction techniques to
emove the matrix interferences, as well as raising the 129I con-
entration to measurable levels, has resulted in a new method

or the separation and pre-concentration of iodide, using a
d2+-loaded cation-exchange column followed by elution with
mmonium thiosulfate, which although unsuitable for the milk
igests, is applicable to aqueous samples.

[

[

75 (2008) 189–197 197

A new method for the pre-concentration of iodide and
emoval of interferences in the milk digest solutions, via oxida-
ion with Oxone®, extraction into toluene and back-extraction
nto ammonium thiosulfate, has shown some promise, although
he extraction efficiency was low. Further measures to control
he iodine chemistry during the extraction would need to be
eveloped before this can be considered a viable method for this
pplication.
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bstract

A simple procedure was developed to prepare a glassy carbon (GC) electrode modified with carbon nanotubes (CNTs) and catechol compounds.
irst, 25 �L of DMSO–CNTs solutions (0.4 mg/mL) was cast on the surface of GC electrode and dried in air to form a CNTs film. Then the
C/CNTs modified electrode immersed into a chlorogenic acid, catechine hydrate and caffeic acid solution (electroless deposition) for a short
eriod of time (2–80 s). The cyclic voltammogram of the modified electrode in aqueous solution shows a pair of well-defined, stable and nearly
eversible redox couple (quinone/hydroquinone) with surface confined characteristics. The combination of unique electronic and electrocatalytic
roperties of CNTs and catechol compounds results in a remarkable synergistic augmentation on the response. The electrochemical reversibility
nd stability of modified electrode prepared with incorporation of catechol compound into CNTs film was evaluated and compared with usual
ethods for attachment of catechols to electrode surfaces. The transfer coefficient (α), heterogeneous electron transfer rate constants (ks) and

urface concentrations (Γ ) for GC/CNTs/catechol compound modified electrodes were calculated through the cyclic voltammetry technique. The

odified electrodes showed excellent catalytic activity, fast response time and high sensitivity toward oxidation of hydrazine in phosphate buffer

olutions at pH range 4–8. The modified electrode retains its initial response for at least 2 months if stored in dry ambient condition. The properties
f modified electrodes as an amperometric sensor for micromolar or lower concentration detection of hydrazine have been characterized.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Catechol compounds including quinizarine, caffeic acid,
hlorogenic acid, catechine hydrate, pyrocatechol, hematoxylin,
utin, coumestan, 3,4-dihydroxybenzaldehyde and other deriva-
ives, have been used as electron transfer mediators in
lectrochemical processes due to their high electron transfer
fficiency, excellent redox reversibility and low cost [1–10].
he catechol derivative mediators were immobilized on the

lectrodes surfaces by methods such as adsorption [10], mix-
ng into carbon paste [1], direct electropolymerization [11]
nd sol–gel techniques [2]. Although different modified elec-

∗ Corresponding author at: Department of Chemistry, University of Kurdistan,
.O. Box 416, Sanandaj, Iran. Tel.: +98 871 6624001; fax: +98 871 6624008.
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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; Glassy carbon; Modified electrode; Electrocatalysis; Hydrazine

rodes have been prepared via several catechol derivatives,
ost of these electrodes present quasi-reversible electrochem-

cal behavior and even ill defined cyclic voltammograms with
arge background currents. They also have some disadvantages,
uch as considerable leaching of electron transfer mediator, poor
ong term stability, complex preparation procedure and time
onsuming for fabrication as well as renewing. Therefore, the
mmobilization of different electron transfer reagents on the
urface of various electrode materials is receiving increasing
nterest in the field of chemically modified electrodes, elec-
rocatalysis and electroanalysis. For heterogeneous catalysis,
ifferent supporting carbon materials have been used to disperse
nd stabilize electron transfer mediators due to their low back-

round currents, wide potential windows, chemical inertness and
ow cost [12].

Carbon nanotubes (CNTs) are new kinds of carbon nanos-
ructure materials possessing properties such as high electrical
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onductivity, high surface area, chemical stability and significant
echanical strength [13]. They can be used to promote electron

ransfer reactions when applied as electrode materials in elec-
rochemical devices [14]. The electronics properties of these
anomaterials have been exploited as a means to promote the
lectron transfer reaction for a wide range of molecules and bio-
ogical species including: insulin [15], thiols [16], carbohydrates
17], hydrogen peroxide [18], trinitrotoluene [19], nucleic acids
20], dopamine, ascorbic and uric acids [21], norepinephrine
22], aminophenol [23], 6-mercuptopurine [24], nitric oxide
25], cytochrome C [26], myoglobine [27], thymine [28], mor-
hine [29], metronidazole and ranitidine [30] epinephrine [31]
nd glucose [32].

Furthermore, CNTs are novel and interesting members
f nanostructure materials that can be used as support for
mmobilization different electron transfer mediators onto elec-
rode surfaces and making ideal miniaturized sensors. Recently
ovalent and non-covalent approaches have been used for fic-
ionalizations of carbon nanotubes with various molecules and
iomolecules [33–35]. Among these approaches, non-covalent
ethod is an effective way to preserve the sp2 structures of

arbon nanotube. In addition, strong interaction of aromatic
roups with �-staking of carbon nanotubes is a manner to
chieve desired purpose similarly. Immobilization of molecules
nd biomolecules on CNTs has been pursued in the past and
otivated by the prospects of using nanotubes as new types of

ensors and biosensors. The compatibility and electrochemical
pplications of carbon nanotubes for immobilization a variety of
pecies on the external and internal surfaces of MWCNTs have
een reported [33–37].

We have recently used MWCNTs and SWCNTs modi-
ed electrodes for immobilization of different electron transfer
ediators and their applications for sensor fabrication and

nalytical purposes [38–40]. In the current study a simple

ne-step procedure was used for modification of glassy car-
on electrode with MWCNTs, SWCNTs and three catechol
erivatives: catechine hydrate, chlorogenic acid and caffeic
cid. The modified electrode was used for electrocatalytic oxi-

u
h
t
o

Scheme 1. The structure of us
75 (2008) 147–156

ation of hydrazine, an important compound used in rocket
uels, missile systems, and weapons of mass destruction, fuel
ells and corrosive inhibitors [41] and DNA damage [42].
tability, electrocatalytic activities and electroanalytical appli-
ations of modified electrodes toward electrooxidation and
etection of hydrazine were evaluated by different electrochem-
cal techniques [1–8,43,44]. Due to the excellent electrocatalytic
bility of selected catechol used and the unique physic-
chemical properties of CNTs and especially the synergy
f CNTs and catechol compounds, the sensor exhibits a
emarkable and stable current response. Finally, the catechol
ase-CNTs modified glassy carbon electrodes have been used
or amperometric detection of hydrazine in micromolar or
ower concentration range at reduced over potential in wide pH
ange.

. Experimentals

.1. Chemicals and reagents

The catechine hydrate (trans,3,3′,4′,5,7-penta hydroxy
avane) (catechin hydrate), chlorogenic acid [1,3,4,5-

etrahydroxycyclohexane carboxylic acid 3-(3,4-dihydroxy-
innamate)] (CGA) and 3,4-dihydroxy cinnamic acid (caffeic
cid) (Scheme 1) were from Aldrich and used as received.

Multiwall carbon nanotubes with purity 95% (10–20 nm
iameter) and 1 �m length were obtained from Nanolab
Brighton, MA). Single wall carbon nanotubes with purity 95%
2–5 nm diameters) and 1 �m length were manufactured by CNI
USA). Double distillate water was used to prepare all solutions
nd buffer solutions (0.1 mol L−1) were prepared from sulfu-
ic acid (H2SO4), phosphoric acid (H3PO4), sodium acetate
CH3COONa) and di-sodium hydrogen phosphate (Na2HPO4).
ydrogen chloride (HCl) and sodium hydroxide (NaOH) were

sed for pH adjustment. Solutions were deaerated by bubbling
igh purity (99.99%) argon gas for 5 min through them prior to
he experiments. All electrochemical experiments were carried
ut at room temperature 25 ± 0.1 ◦C.

ed catechol derivatives.
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Fig. 1. (I) Cyclic voltamograms of a MWCNTs/GC modified electrode (a) in buffer solution (pH 1), (b) as (a) for MWCNTs/CGA modified electrode, the immersing
t CNTs
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ime for electrode modification is 60 s, scan rate 100 mV s−1. (II) as (I) For SW

.2. Instrumentation

Electrochemical experiments were performed with a com-
uter controlled �-Autolab modular electrochemical system
Eco Chemie Ultecht, The Netherlands) driven with GPES soft-
are (Eco Chemie). A conventional three-electrode cell was
sed with a Ag/AgCl/(sat KCl) as reference electrode, a Pt
ire as counter electrode and a glassy carbon disk (modi-
ed and unmodified) as working electrode. Voltammetry on
lectrodes coated with catechol–CNTs was done in buffers con-
aining no catechol. All electrodes were from Metrohm and
ata storage and processing were done by a personal com-
uter.

.3. Preparation of catechol–CNTs–GC modified
lectrodes

The glassy carbon electrode was first carefully polished
ith alumina on polishing cloth and the electrode was placed

n ethanol and was subject to ultrasonic radiation to remove
dsorbed particles. Then 25 �L of DMSO–CNTs solutions
0.4 mg/mL) was dropped on the surface of GC electrode and
ried in air to form a CNTs film. By immersing the CNTs–GC
lectrode in 0.1 mmol L−1 aqueous solution of catechol deriva-
ive for 2–80 s, a stable film of catechol adsorbed on the surface
f the electrodes. After rinsing of the modified electrodes with
ater they could be used for electrochemical experiments imme-
iately. The effective areas of the electrodes modified with
mmobilization of MWCNTs and SWCNTs were determined as
.12 and 0.15 cm2 from cyclic voltammograms of 1 mmol L−1

3[Fe(CN)6] in buffer solution (pH 7). For adsorption of cat-
chol on the surface of reactivate GC electrode, the process
as carried out in two steps. First, the glassy carbon elec-
rode was held under a constant potential of 1.8 V for 20 min
n 1 M sulfuric acid solution. Second, the preanodized GC
lectrode was immersed in 0.1 mmol L−1 catechol solution for
0 min.

d
a
i
g

modified electrodes, the immersing time for electrode modification is 20 s.

. Results and discussions

.1. Electrochemical properties of catechol modified
lectrodes

Fig. 1 shows the cyclic voltammograms of MWCNTs, SWC-
Ts, MWCNT/chlorogenic acid and SWCNTs/chlorogenic acid
odified GC electrodes at (pH 1) buffer solution. According to

he cyclic voltammogram of CNTs/GC electrode in buffer solu-
ion, we found no redox peak between 0.0 and 1.0 V and the
ackground current was low; thus, this CNTs electrode provided
broad potential window to investigate the voltammetric behav-

or of chlorogenic acid. By immersing the electrode for 2–80 s,
stable thin layer of chlorogenic acid adsorbed on the surface
f carbon nanotube modified glassy carbon electrode. A pair
f well-defined redox waves of chlorogenic acid (Fig. 1b) was
bserved at the CNTs film modified electrode with low peak
otential separation (5 mV for MWCTs and 10 mV for SWC-
Ts), suggesting that the reversibility of chlorogenic acid was

ignificantly improving.
The porous interfacial layer of the CNT-modified electrode

ith a high specific surface area increases the conductive area
nd chlorogenic acid can penetrate through the conductive
orous channels onto the electrode more easily. Therefore, CNTs
an be used as new material for immobilization and electron
ransfer reactions of chlorogenic acid. The ability of CNTs
or immobilization catechol compounds was compared with
eported method. For the GC electrode modified with immers-
ng the preanodized GC electrode in 0.1 mmol L−1 chlorogenic
cid solution for 10 min a cyclic voltammogram with low peak
urrents (0.6 �A) and high peak potential separation (50 mV)
as observed (not shown). As a result, the preparation of the
C electrode modified with catechol derivatives involves two

ifferent steps (electroactivation and electrodeposition) taking
t least 30 min, and they cannot be renewed after contamination
n short periods of time (1 min). Fig. 2 shows cyclic voltammo-
rams of modified GC electrode that prepared with immersing
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Fig. 2. Cyclic voltammetric responses of MWCNTs/CGA modified GC elec-
trode in buffer solution (pH 1) at scan rate 50 mV s−1 modified with immersion
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(Fig. 3C) and the slope of the E vs. log(v) was about 77.4 mV.

F
7

n 0.1 mmol L CGA for different time (from inner to outer) 2, 3, 5, 10, 15, 20,
0, 35, 45, 55, 65, 80, 100 and 150 s. Inset shows the variation of peak currents
s. immersing time.

f MWCNTs/GC electrode in chlorogenic acid solution for dif-
erent times.

As shown in this figure, by immersing the electrode for 2 s
stable thin layer of CGA adsorbed at the electrode surface.
y increasing the immersing time, the surface concentration
f CGA is increased and starts to level off after 60 s. It was
bserved that by immersing the SWCNTs coated GC electrode
or 5 s, a stable thin layer of CGA was adsorbed at the sur-

ace of electrode (not shown). In this case by increasing the
ime immersion, the surface concentration of CGA is increased,
ut in comparison to MWCNTs coated GC electrode peak cur-

U
e
fi

ig. 3. (A) Cyclic voltammetric responses of MWCNTs/CGA modified GC electrod
0, 80, 90, and 100 mV s−1. (B and C) plot of peak currents vs. scan rate and square
75 (2008) 147–156

ents start to level off after 80 s. This is due to the fact that the
ffective surface area of SWCNTs is higher, they are highly
ermeable porous films, electrolytes can penetrate through the
lm [45] and more catechol molecules are adsorbed. The same
ehavior was observed for catechine hydrate and caffeic acid
mmobilized onto GC electrodes modified with SWCNTs and

WCNTs.
Fig. 3 shows the cyclic voltammograms of the MWCNTs/GC

lectrode modified by immersing in 0.1 mM chlorogenic acid
or 10 s at different scan rates in potential range 0.3–0.85 V in
uffer solution (pH 1). As shown in inset of Fig. 3A, the peak cur-
ents increased linearly with increasing scan rate between 10 and
000 mV s−1 as expected for a surface process. Moreover, the
nodic peak currents were almost the same as the corresponding
athodic peak currents and the peak potential did not change by
ncreasing the scan rate. The peak-to-peak potential separation
s about 5 mV for sweep rates below 100 mV s−1, suggesting
acile charge transfer kinetics over this range of sweep rate. At
igher sweep rates, the plot of peak currents vs. scan rate plot
eviates from linearity and the peak current becomes propor-
ional to the square root of the scan rate (Fig. 3B), indicating a
iffusion controlled process, which is reflection of the relatively
low diffusion of counter ions (H+) into the electrode surfaces.

At higher sweep rates (v > 2000 mV s−1) peak separations
egin to increase, indicating the limitation due to charge transfer
inetics. Based on Laviron theory [46], the electron transfer rate
onstant (ks) and charge transfer coefficient (α) can be deter-
ined by measuring the variation of peak potential with scan

ate. The values of peak potentials were proportional to the
ogarithm of the scan rate for scan rates higher than 2.0 V s−1
p
sing the equation Ep = K − 2.3030(RT/αnF ) log(v) and 2

lectrons transferred for chlorogenic acid a charge transfer coef-
cient, α= 0.38 was obtained. Introducing this α value in the

e in buffer solution (pH 1) at scan rates; (inner to outer) 10, 20, 30, 40, 50, 60,
root of scan rate. (D) The variation of peak potential separation vs. log v.
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Table 1
The calculated values of α, kcat, ks and Γ for CNTs/catechols modified glassy carbon electrodes

Catechol compound CNT

SWCNT MWCNT

α ks (s−1) Γ (mol cm−2) kcat (×104 M−1 s−1) α ks (s−1) Γ (mol cm−2) kcat (×104 M−1 s−1)

C −11 −10
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atechin hydrate 0.37 3.9 2.7 × 10 7.5
hlorogenic acid 0.41 18.8 3.7 × 10−11 2.6
affeic acid 0.41 44 4.8 × 10− –

ollowing equation:

og ks = α log(1 − α ) + (1 − α) logα − log

(
RT

nFv

)

−α(1 − α)nFE

2.3RT
(1)

An apparent surface electron transfer rate constant,
s = 53.11(±3) s−1, was estimated. For CGA/SWCNTs/GC
odified electrode these values are 0.41 and 18.8(±2) s−1,

espectively. This value for electron transfer rate constant is
arger than that obtained for self assembled monolayer of chloro-
enic acid adsorbed onto carbon ceramic electrode (8.4 s−1) [2]
nd CGA adsorbed onto preanodized GC electrode [6]. The large
alue of electron transfer rate constant indicates high ability
f CNTs for electron promoting between CGA and electrode
urface. The surfaces of MWCNTs contain a large number of
efects and special nanostructure of CNT may act as molecular
ires enhancing the direct electron transfer of CGA at CNT. The

harge transfers and electron transfer rate constants are reported
n Table 1. The surface concentration of electroactive species,

can be calculated from the slope of the plot of Ip versus scan
ate (v < 100 mV s−1) by the following equation [47].

p = n2F2vAΓc

4RT
(2)

here v is the sweep rate, A is the geometric surface area
nd the other symbols have their usual meaning. In the
resent case, the calculated values of Γ are 3.7 × 10−11 and
.42 × 10−11 mol cm−2 for n = 2 for CGA/MWCNTs/GC and
GA/SWCNTs/GC modified electrodes, respectively. The cal-
ulated Γ values for other catechols have been reported in
able 1.

.2. Stability and pH dependence of the CNTs/catechols
odified GC electrodes

The stability of the GC/MWCNTs/catechin hydrate modified
lectrode and the reproducibility of the electrochemical behav-
or were investigated by cyclic voltammetry. Under continuous
otential sweeping at 100 mV s−1 between 0.25 and 0.9 V in
uffer solution (pH 1), an insignificant decay in the peak currents

as observed during the initial cycles (3% for first 5 cycles and

he rate of current decreased (6% after 150 cycles (not shown).
In addition, the current only decreased by 5% when the elec-

rode was immersed in buffer solution (pH 1) for 30 h. The

C

m

0.4 13.42 8.6 × 10 0.13
0.4 53 5.4 × 10−11 1.42
0.31 50 4.2 × 10−11 2.25

tability of the modified electrodes was evaluated by the same
ethod in electrolyte solutions with pH 7 and 11. The results

ndicated that the modified electrode was stable in acidic solu-
ion, but at alkaline media (pH 11) decreasing of peak current
as observed (20% after 100 cycles) due to solution of depro-

onated form of catechols. These results suggest that the initial
ecay might be due to the material that is weakly bonded to
he electrode surface. Since the method of the electrode prepa-
ation is simple and fast (less than 1 min), the current decay is
ot a serious limitation for this modified electrode. To study the
eproducibility of the electrode preparation, the GC electrodes
ere modified with MWCNTs, and then immersed for 50 s in
mM chlorogenic acid. For five successive preparations the rel-
tive standard deviation of 4% is observed from measurement
f anodic peak currents. The high stability of adsorbed chloro-
enic acid against desorption in aqueous solution is related to the
trong interaction of aromatic groups of the catechols with �-
taking of carbon nanotubes and the possible interaction between
he catechol molecules and carbon nanotubes. Our results indi-
ate that by adding aromatic or hydrocarbon cycle groups on the
atechol molecular structure the stability of the modified elec-
rode increased. The stability of the modified electrodes is as
he following order: catechin hydrate > chlorogenic acid > cafeic
cid. Due to the chemical stability, electrochemical reversibility
nd high electron transfer rate constant of catechols, they can be
idely used in electrocatalysis as electron transfer mediators to

huttle electrons between analytes and substrate electrodes.
The effect of pH on the electrochemical behavior of modified

lectrode was investigated by recording cyclic voltammograms
f MWCNTs/catechin hydrate/GC electrode in buffer solution
t various pH values from 1 to 12 (not shown). As results indi-
ate, the formal potential of the surface redox couple was pH
ependent. A plot of Eo′

vs. pH gives a straight line from pH
to 12 with a slope of 55 mV/pH, which is very close to the

nticipated Nernstian value of 59 mV for a two electron–two
roton process. The slope of Eo′

vs. pH plot for other catechols
s about 60 mV/pH. As can be seen, there was a decrease in sur-
ace coverage as pH values increased. A fraction of catechine
ydrate in its reduced form may be in its deprotonated form,
hich would be expected to be more soluble due to its higher

harge.

.3. Electrocatalytic oxidation of hydrazine at

NTs/catechols modified GC electrodes

The catalytic oxidation of hydrazine at the catechol/CNTs
odified glassy carbon electrode has been examined to evalu-
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ig. 4. Cyclic voltammograms of a CGA/MWCNTs modified GC electrode at
0 mV s−1 in 0.1 m phosphate buffer solution (pH 7), (c) in the absence and (d)
n the presence 0.5 m mol L−1 of hydrazine. (a and b) as (c and d) for MWCNTs

odified GC electrode.

te the feasibility of the modified electrodes in electrocatalysis
urposes and electroanalysis processes. One of the objectives
f current study was to fabricate a modified electrode that was
apable for the electrocatalytic oxidation of hydrazine at reduced
verpotential. In order to test the electrocatalytic activity of the
odified electrodes, the cyclic voltammograms were obtained
n the absence and presence of hydrazine in buffer solution (pH
). Fig. 4 shows cyclic voltammograms of glassy carbon elec-
rodes modified with SWCNTs and chlorogenic acid + SWCNTs
n buffer solution (pH 7) containing hydrazine. Upon the addi-

a
r
s
h

ig. 5. (A) Cyclic voltammograms of CGA/MWCNTs modified GC electrode in (pH
.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5 and 0.55 mmol L−1. Inset: Plot o
ydrate/MWCNTs modified GC in different concentration of hydrazine, scan rate, 10
75 (2008) 147–156

ion of 0.5 mmol L−1 analyte, there is a dramatic enhancement
f the anodic peak current and the cathodic peak currents dis-
ppears (Fig. 4d), indicating a strong catalytic effect. No anodic
eak was observed for hydrazine oxidation at SWCNTs modified
lassy carbon electrode at potential range −0.07 to 0.45 V. The
ame electrochemical activity was observed for other selected
atechols/CNTs modified GC electrodes toward hydrazine oxi-
ation.

In order to optimize the electrocatalytic response of modi-
ed electrode toward hydrazine oxidation, the effect of pH on

he catalytic behavior was investigated. The cyclic voltammo-
rams of the modified electrode in 1 mmol L−1 hydrazine at
ifferent pH values 5–10 were recorded (not shown). At pH
–10, the modified electrode shows electrocatalytic activity, but
igher peak currents observed at pH 7 and this value was chosen
s optimized. Additionally, peak potentials shifted to positive
otentials with increasing pH values. Fig. 5 shows cyclic voltam-
ograms of CGA/MWCNTs and catechin hydrate/MWCNTs
odified glassy carbon electrode in solutions containing dif-

erent concentrations of hydrazine and the inset shows that
he catalytic current is proportional to hydrazine concentr-
tion.

The plot of catalytic current vs. hydrazine concentration in
he concentration range of 0.05–0.5 mM fitted the equations; Ip
�A) = 1.775 �A × mol−1 L + 0.0502 �A and R2 = 0.9945 and
p (�A) = 7.16 �A × �mol−1 L + 0.3063 �A and R2 = 0.9937
or CGA/MWCNTs and catechin hydrate/MWCNTs modified
lassy carbon electrodes, respectively. The detection limit is 5

nd 2 �mol L−1 for modified electrodes when signal to noise
atio is 3. The detection limit, linear concentration range and
ensitivity of other modified electrodes for hydrazine detection
ave been reported in Table 2.

7) buffer solution at different concentration of hydrazine from inner to outer,
f the catalytic peak current vs. hydrazine concentrations. (B) as (A) for catechin
mV s−1.
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Table 2
Detection limit, linear concentration range and sensitivity for hydrazine detection at CNTs/ catechols modified glassy carbon electrodes

Catechols CNT

SWCNT MWCNT

Cyclic voltammetry Amperometry Cyclic voltammetry Amperometry

DLa

(�M)
LCRb

(�M–mM)
Sensitivity
(�A/mM)

DL
(nM)

LCR
(�M–mM)

Sensitivity
(�A/�M)

DL
(�M)

LCR
(�M–mM)

Sensitivity
(�A/mM)

DL
(nM)

LCRc

(�M–mM)
Sensitivity
(�A/�M)

CATd 2.0 50–2.0 7.16 40 0.5–1 0.183 2.5 25–1.0 3.05 50 0.5–2.5 0.0376
CGAe 3.0 25–1.5 1.77 80 0.5–3 0.0494 2.0 50–2.0 4.493 50 0.5–4 0.0251
CFAf – – – – – – 8 25–1.5 0.6768 200 2.5–5.0 0.0041

a Detection limit.
b Linear calibration range.
c mmol L−1–�mol L−1.
d Catechin hydrate.
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e Caffeic acid.
f Chlorogenic acid.

To verify further that the electrochemical oxidation of
ydrazine is diffusion controlled a study of the effects of scan
ate on the electrochemical signal was undertaken. Fig. 6A
hows the cyclic voltammograms of 0.4 mM hydrazine solution
t different scan rates.

The anodic peak current of hydrazine concentration is pro-
ortional to the square root of the scan rate (inset B of Fig. 6),
uggesting that the process is controlled by diffusion of analyte

s expected for a catalytic system. A plot of the scan rate-
ormalized current (Ip/v

1/2) vs. scan rate (inset C of Fig. 6)
lso exhibited the characteristic shape of a typical EC′ catalytic
rocess [48]. The same results for oxidation of hydrazine at other a

ig. 6. (A) Cyclic voltammetry response of a catechin hydrate–MWCNTs modified
ates (inner to outer) 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 mV s−1. (B) Plot of Ip

otential vs. Log i (Tafel plot)for rising part of recorded cyclic voltammogram at 20 m
odified electrodes were observed. Based on the results, the fol-
owing catalytic scheme (EC′ catalytic mechanism) describes
he oxidation of hydrazine.

GA (reduced form) → CGA (oxidizedform) + 2e− + 2H+

(3)

CGA (oxidized form) + N2H4
kCat−→ N2 + 2CGA
(reduced form) (4)

In order to get the information about the rate determining step,
Tafel plot was drawn, using the data derived from the rising

GC electrode in pH 7 buffer solution containing 0.4 mM of hydrazine at scan
vs.v1/2 (C) Plot of anodic current function Ip/v

1/2 vs. v. (D) The variation of
Vs−1.
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art of the current–voltage curve recorded at scan rate 20 mV s−1

inset D of Fig. 6). The value of Tafel slope, 171 mV s−1, indi-
ates that a one-electron transfer process in the rate determining
tep assuming a transfer coefficient of α about 0.36. Under
he above conditions for an EC′ mechanism, the Andrieux and
aveant theoretical model [49] can be used to calculate the cat-
lytic rate constant. Based on this theory, a relation between
he peak current and the concentration of substrate compound
or the case of slow scan rates and large catalytic rate constant
xists:

p = 0.446nFAD1/2
(
νF

RT

)1/2

Cs (5)

here D and Cs are the diffusion coefficient (cm2 s−1) and the
ulk concentration (mol cm−3) of substrate (hydrazine), respec-
ively and other symbols have their usual meanings. Low values
f kcat result in values of the coefficient lower than 0.496. For
ow scan rate (5–20 mV s−1), the average value of this coefficient
as found to be 0.41 for a catechin–MWCNTs modified glassy

arbon electrode with a coverage of 8.68 × 10−10 mol cm−2 and
geometric area (A) of 0.12 cm2 in 0.4 mmol L−1 hydrazine at
H = 1. According to the approach of Andrieux and Saveant and
sing Fig. 1 ref. [49], the average value of kcat calculated is
.38(±0.2) × 103 M−1 s−1. The catalytic rate constants for oxi-
ation of hydrazine at other modified electrodes are reported
n Table 1. Due to high catalytic rate constants, the catechol
dsorbed onto CNTs can be used as an electron transfer medi-
tor for electrocatalytic oxidation of hydrazine. The number of

lectrons in the overall reaction (n) can also be obtained from
he slope of Ip vs. v1/2 according to the following equation [50].

p = 3.01 × 105n[nα(1 − α)]1/2AC1/2
s υ1/2 (6)

h
e

a

ig. 7. Amperometric response at rotating catechin hydrate–MWCNTs modified GC
uccessive addition of (A) 0.2 mM and (C) 0.50 �mol L−1 hydrazine (C and D) Plot
75 (2008) 147–156

here α is the charge transfer coefficient (calculated from the
afel slope) and all other symbols have their usual meanings.
or hydrazine oxidation the n is about 3.95–4.15 and the oxida-

ion product is N2. Repetitive scanning at scan rate 20 mV s−1

hecked the stability of electrocatalytic activity of the modified
lectrode toward oxidation of hydrazine (not shown). In the first
hree scans, the electrocatalytic currents decreased with scan
umber, and then the current remained at 85% of its initial value
fter 50 cycles. For evaluation the repeatability of the sensor five
epetitive measurements for hydrazine solution (0.3 mmol L−1)
as done. The relative standard deviation of 3% is observed

rom measurement of anodic peak currents. Furthermore, the
eproducibility of modified electrode for oxidation of hydrazine
as evaluated by 5 separate modification with chlorogenic acid

nd then recording the cyclic voltammograms in 0.3 mM of
ydrazine solution (R.S.D. for measured anodic peak current
as 4%).

.4. Amperometric detection of hydrazine at
NT–catechol-modified GC electrode

Since amperometry under stirred conditions has a much
igher current sensitivity than cyclic voltammetry, it was
sed to estimate the lower limit of detection. As discussed
bove, the carbon nanotube–catechol modified glassy car-
on electrode has excellent and strong mediation properties
nd facilitates the low potential amperometric measurements
f hydrazine. Fig. 7 displays the typical steady-state cat-
lytic current time response of the rotated catechin/SWCNTs
odified electrode (2000 rpm) with successive injection of
ydrazine at an applied potential 0.18 V vs. reference
lectrode.

As shown, during the successive addition of 0.2 mmol L−1

nd 0.5 �mol L−1 of hydrazine a well-defined response was

electrode in buffer solution (pH 7) (rotation speed 2000 rpm) held at 0.18 for
of chronoamperometric currents vs. hydrazine concentrations.
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bserved, demonstrating stable and efficient catalytic ability of
he electrocatalyst immobilized on the CNTs film. The response
urrent is linear with the hydrazine concentration in the range
.50 �mol L−1 to 1 mmol L−1, while for a higher concentration
f hydrazine, the plot of current values vs. analyte concentra-
ion deviates from linearity (Fig. 7 plots c and d). The linear least
quares calibration curve over the range of 0.50–6.5 �mol L−1

13 points) is I (�A) = 0.1834[hydrazine] + 0.0176 �A with a
orrelation coefficient of 0.9986, indicating that the regres-
ion line is fitted very well with the experimental data and
he regression equation can be applied in the unknown sam-
le determination. The detection limit (signal to noise ratio of
) and sensitivity were 50 nmol L−1 and 183.4 nA/�mol L−1,
espectively. The detection limit, linear calibration range and
ensitivity for hydrazine detection at other modified electrodes
ere reported in Table 2. The response time measured in

mperometric determination is 2 s or less to 90% of the full
ignal. These analytical parameters are comparable or better
han results reported for hydrazine determination at the sur-
ace recently fabricated modified electrodes [1–9,51–54]. An
xtremely attractive feature of the electrodes modified with
NTs and catechol derivatives is its highly stable ampero-
etric response toward hydrazine. The amperometric response

f 30 �mol L−1 of hydrazine was recorded over a continu-
us 20 min period (not shown). The response of the modified
lectrode remains stable throughout the experiments (only 6%
ecrease in current is observed over 20 min) indicating no
nhibition effect of hydrazine and its oxidation products for

odified electrode surface. Also, the amperometric current
f hydrazine remained unchanged after the modified elec-
rode was stored for 3 weeks in air at room temperature,
ndicating that it can be used as stable sensor for hydrazine
etection. For GC electrode modified with CNTs and caf-
eic acid the responses are unstable due to desorption of
atechol.

. Conclusions

A simple, fast, reproducible and direct procedure was
sed for adsorption of catechols as electron transfer media-
or on glassy carbon electrode modified with CNTs. Catechol
eposited onto CNTs films acts as an excellent electrocat-
lyst for hydrazine oxidation, due to the chemical stability,
lectrochemical reversibility and high electron transfer rate
onstant. The catalytic rate constants of the modified elec-
rode for hydrazine oxidation are in order 104 M−1 s−1, which
re comparable or higher than previously reported about cat-
chol derivatives modified electrodes. The modified electrode
ased on coupling CNTs with catechols has been shown to
e promising for hydrazine detection at reduced overpotential
ith many desirable properties including low detection limit,
igh sensitivity, short response time, satisfactory linear concen-
ration range and high reproducibility. The simple fabrication

nd extreme stability in storage of modified electrode are obvi-
us advantages. The nanomolar concentration of hydrazine was
etermined amperometrically at the surface of this modified
lectrode.
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bstract

A simple, rapid and sensitive method is proposed for selective determination of ultra trace amounts of gold from different samples. The method is
ased on highly efficient separation and pre-concentration of gold by dispersive liquid–liquid microextraction of gold followed by its determination
ith graphite furnace atomic absorption spectrometry. The pre-concentration procedure results in quantitative extraction of gold by victoria blue
from a 10-mL sample into fine droplets of chlorobenzene, with a sedimented volume of 25 �L. Then, 20 �L of 0.04% Pd(NO3)2, as chemical
odifier, followed by 10 �L of the sedimented phase were consecutively pipetted into the same auto-sampler device and the content is injected
nto the graphite tube and the gold content is determined by graphite furnace atomic absorption spectrometry. After optimizing the extraction
onditions and instrumental parameters, a pre-concentration factor of about 388 is obtained for the system. The analytical curve is linear in
concentration range of 0.03–0.5 ng mL−1. The detection limit and relative standard deviation are 0.005 ng mL−1 and 4.2%, respectively. The
ethod was successfully applied to the extraction and determination of gold in tap water and silicate ore samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Gold is one of the most important noble metals due to its
ide application in industry and economic activity. Several tech-
iques, such as inductively coupled plasma atomic emission
pectrometry (ICP-AES) [1], flame atomic absorption spectrom-
try (FAAS) [2], electrothermal atomic absorption spectrometry
3] electrochemical methods [4], neutron activation analysis [5],
nd spectrophotometry [6] have widely been applied to the deter-
ination of gold. In most of the methods used, the sample

reparation steps typically consist of a pre-concentration pro-
edure that results in isolation and enrichment of component of
nterest from a sample matrix [7–14].
A number of extraction-spectrophotometric methods for the
etermination of gold based on the extraction of AuCl4− ion-
ssociation complexes in hydrochloric acid medium with various

∗ Corresponding author. Tel.: +98 21 66908031; fax: +98 21 66908030.
E-mail address: mshamsipur@yahoo.com (M. Shamsipur).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.11.009
absorption spectrometry; Silica ore

asic dyes including rhodamine B [15], victoria blue R [16],
rilliant green [17] and methylene blue [18] are reported in
he literature. However, liquid–liquid extraction (LLE), as the
ldest pre-concentration and separation technique in analyti-
al chemistry, is time-consuming and requires large amount
f organic solvents [19]. Thus, single drop microextraction
SDME) was developed as an inexpensive alternative, in which
ub-mL amounts of organic solvents are used so that there is
inimal exposure to toxic organic solvents and has a good

nrichment factor [20]. However, in order to break up the organic
rop and air bubbled formation as the result of fast stirring,
he method needs a long time to reach equilibrium and com-
lete extraction. Flow injection analyses (FIA) analysis are also
eported as a convenient methods for determination of gold
1,2,23]. Solid-phase extraction (SPE) and cloud point extraction
CPE) methods are very time-consuming and can be relatively

xpensive although they use much less organic solvent than
LE [6,21,22]. Therefore, the introduction of simple, rapid,
lean and efficient pre-concentration techniques are of urgent
eed.



ni / Ta

t
(
f
a
w
c
b
q
s
o
i
s
t
o
f

2

2

r
m
p
d
c
o
p

2

a
f
D
s
t
t
(
t
p
i

p
t
I
t
t
c
w
e

2

2
R
t
w
f
s
w
H
s
t
d
2
o
(
m
s
c
d

3

h
b
e
c
d

T
G

S

D
D
P
P
P
A
C

a

M. Shamsipur, M. Rameza

Recently, Assadi and co-workers introduced a novel microex-
raction method called dispersive liquid–liquid microextraction
DLLME) as a highly sensitive, efficient and powerful method
or the pre-concentration and determination of traces of organic
nd inorganic compounds in water samples [24,25]. In this
ork we used this method for the selective extraction and pre-

oncentration of sub-nanogram amounts of Au(III) by victoria
lue R (VBR), as a suitable reagent for gold [16], and subse-
uent determination using graphite furnace atomic absorption
pectrometry (GFAAS). In this method, an appropriate mixture
f extraction solvent and disperser solvent is injected rapidly
nto an aqueous sample containing gold(III) ions and VBR by a
yringe. Then, the resulting cloudy solution is centrifuged and
he fine droplets sedimented in a few-�L volume at the bottom
f the conical test tube are finally introduced into the GFAAS
or the determination of its gold content.

. Experimental

.1. Reagents and standards

Reagent grade chlorobenzene, carbon tetrachloride and chlo-
oform, as extraction solvents, and acetone, acetonitrile, and
ethanol, as disperser solvents, and victoria blue R were

urchased from Merck chemical company. Doubly distilled
eionized water was used throughout. Analytical grade gold(III)
hloride and nitrate salts of other cations (all from Merck) were
f the highest purity available and used without any further
urification except for vacuum drying.

.2. Instrumentation

The experiments were performed using a Shimadzu atomic
bsorption spectrometer (AA 6800G), equipped with a graphite
urnace atomizer GFA-6500 and an auto-sampler ASC-6100.
euterium background correction was employed to correct non-

pecific absorbances. All measurements were performed using
he peak height. A gold hollow cathode lamp (Hamamatsu Pho-
onic Co. Ltd., L233-series) and a pyrolytic coated graphite tube

Shimadzu part no. 206-69984-02) were used. The sample injec-
ion volume was 10 �L in all experiments. The instrumental
arameters and temperature program for the graphite atom-
zer are listed in Table 1. Argon gas with 99.95% purity was

e
s
t
w

able 1
F-AAS instrumental parameters for gold determinationa

tage Temperature (◦C) Heat mode

rying 150 Ramp
rying 250 Ramp
yrolysis 1000 Ramp
yrolysis 1000 Step
yrolysis 1000 Step
tomizaition 2100 Step
leaning 2500 Step

a Spectrometer parameters: wavelength, 242.8 nm; slit width, 0.5 mm; lamp current,
s a modifier.
lanta 75 (2008) 294–300 295

urchased from Roham Gas Co. (Tehran, Iran) was used as pro-
ected and purge gas. A Behdad Universal Centrifuge (Tehran,
ran) was used for centrifugation. All 10-mL screw cap falcon
est tubes with conical bottom (extraction vessel) were main-
ained into 0.1 mol L−1 HNO3 for cleaning of any inorganic
ompounds and washed with doubly deionized water and then
ith acetone for proper sedimentation of fine droplets of the

xtraction solvent in the centrifuging step.

.3. General procedure

In a calibrated 10-mL volumetric flask was added 2 mL of
.5 mol L−1 HCl, 1 mL of 4.0 × 10−5 mol L−1 victoria blue

(VBR) and a spiked level of 2 �g L−1 of AuCl4− solu-
ion and diluted to the mark with deionized water and mixed
ell. The solution was then completely removed into a 15-mL

alcon conical test tube. One microlitre acetone, as disperser
olvent, containing 40 �L chlorobenzene, as extraction solvent,
as injected rapidly into the sample solution by using a proper
amilton syringe and the mixture was gently shaken. A cloudy

olution (water/acetone/chlorobenzene) was formed in the test
ube, where the AuCl4–VBR adducts is extracted into the fine
roplets of chlorobenzene. The mixture was then centrifuged for
min at 4000 rpm. After this process, the dispersed fine droplets
f chlorobenzene were sedimented at the bottom of test tube
25 ± 1 �L). Finally, 20 �L of 0.04% Pd(NO3)2, as chemical
odifier, followed by 10 �L of the sedimented phase were con-

ecutively pipetted into the same auto-sampler device and the
ontent was injected into the graphite tube and the gold content is
etermined by graphite furnace atomic absorption spectrometry.

. Results and discussion

In order to reach the optimized experimental conditions for
igh enrichment factor and quantitative extraction of gold ions
y VBR via DLLME method, the influence of different param-
ters including nature and concentration of the chelating agent,
oncentration of HCl, nature and volume of both extraction and
isperser solvents and extraction time were investigated. The

nrichment factor (EF) was defined as the ratio of the curve
lope of pre-concentration sample to that obtained form extrac-
ion with the proposed method [26,27]. The extraction recovery
as defined as the percentage of the total amount of analyte (m),

Time (s) Argon gas flow (mL min−1)

60 200
20 200
15 1000
10 1000

3 0
4 0
2 1000

12 mA. Absorbance measurements were made by peak height, using Pd(NO3)2
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hich was extracted into the sedimented phase

(%) =
(
msed

mo

)
× 100 =

(
Csed

Co

)(
Vsed

Vaq

)
× 100

here Vsed, Vaq, Co and Csed are the volume of sedimented phase,
olume of sample solution, initial concentration of analyte in
queous sample and concentration of analyte in sedimented
hase, respectively. The Csed was calculated from the calibra-
ion graph obtained by conventional LLE–GFAAS method (in
he presence of Pd2+ modifier), after centrifuging of a solution
ontaining 3.50 mL standard aqueous sample of Au(III), in the
oncentration range of 25–175 �g L−1, 1 mL HCl (0.5 mol L−1),
.5 mL VBR (4 × 10−5 mol L−1) and 5.00 mL C6H5Cl.

.1. Nature and volume of extraction solvent

The selection of an appropriate solvent as a key parameter
s very important for the DLLME process. Organic solvents are
elected based on their higher densities than water and their
xtraction efficiencies for the AuCl4–VBR adduct. The abil-
ty of carbon tetrachloride, chloroform, and chlorobenzene with
espective densities of 1.590, 1.492 and 1.107 g mL−3 for the
xtraction of AuCl4–VBR by the proposed method were com-
ared. A series of sample solutions was studied by using 1 mL
f acetone, as dispersing solvent, containing different volumes
f the extraction solvent to achieve a final 25 �L volume of
edimented phase (i.e., 35 �L CCl4, 40 �L CHCl3 and 65 �L
6H5Cl). The results revealed that C6H5Cl (101.4 ± 2.1%) and
HCl3 (100.6 ± 2.5%) have the highest extraction efficiency in
omparison with CCl4 (70.6 ± 2.8%) for a 0.2 �g L−1 of Au(III).
owever, since chlorobenzene possesses a closer density to that
f water and forms a very stable fine cloudy solution, it was
elected as the best extraction solvent for the system.

In order to evaluate the effect of extraction solvent volume,
olutions containing different volumes of chlorobenzene were
xamined with the same DLLME procedures. The experimental

onditions are fixed and include the use of 1.00 mL acetone con-
aining different volumes of chlorobenzene (i.e., 25.0, 40.0, 70.0,
00 and 150 �L). The results are illustrated in Fig. 1. According
o Fig. 1, by increasing the volume of chlorobenzene, the volume

ig. 1. Effect of volume of chlorobenzene on the volume of sedimented phase
nd on the enrichment factor of Au(III) in DLLME. Extraction conditions: sam-
le volume, 10.00 mL; concentration of Au(III), 0.2 �g L−1, disperser solvent
acetone), 1.00 mL; room temperature.
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f sedimented phase increases from 10.0 to 123 �L. The result
howed that the extraction recovery is almost quantitative in the
ase of all solvent volumes examined, which emphasizes the
igh distribution coefficient of AuCl4–VBR in chlorobenzene
nder the experimental conditions used. However, as expected,
he enrichment factor decreased significantly with increasing
olume of the sediment phase, as also shown in Fig. 1. Subse-
uently, at low volume of the extraction solvent, high enrichment
actor and quantitative recovery are reachable. However, our
xperience revealed that, in chlorobenzene volumes lower than
0 �L, picking up of 10 �L of the resulting sedimented phase
as practically difficult. Thus, 40 �L of chlorobenzene was

elected as the optimum volume of extraction solvent.

.2. Nature and volume of disperser solvent

The mutual miscibility of disperser solvent in organic phase
extraction solvent) and aqueous phase (sample solution) is
he most important point for the selection of a disperser sol-
ent. Thereby, acetone, methanol and acetonitrile, which possess
hese abilities, were tested as potential disperser solvents. Thus,
nder the same experimental conditions, a series of sample
olutions were studied by using 1 mL of each disperser sol-
ent containing 40 �L of chlorobenzene and following the
ecommended procedure. The results showed that the variations
n gold recovery by using acetone (101.9 ± 2.2), acetonitrile
99.86 ± 1.8) and methanol (100.6 ± 1.3) are not remarkable;
hus, acetone was selected as disperser solvent due to its lower
oxicity and cost.

Since the variation in volume of acetone (as disperser solvent)
aused a change in the volume of sedimented phase, it was nec-
ssary to optimize the volume of disperser solvent. It was found
hat, at low volumes of acetone, the cloudy solution was not
ormed completely while, at high acetone volume, the solubility
f chlorobenzene in aqueous solution was increased. Therefore,
t was important to consider the influence of the volume of
cetone on the extraction efficiency.

In order to achieve a constant volume of sedimented phase,
he volumes of acetone and chlorobenzene were changed simul-
aneously so that the volume of the sedimented phase remained

ore or less constant at 25 ± 1 �L. Thus, the DLLME of a
onstant concentration of gold(III) (0.2 �g L−1) with a sam-
le volume of 10.00 mL with varying volumes of acetone
mL)/chlorobenzene (�L) ratios of 0.5/37, 0.75/38, 1.0/40,
.5/41.5 and 2.0/43 were performed and the results are shown in
ig. 2. As seen, the extraction efficiency increases with increas-

ng volume of acetone until a volume of 1.0 mL is reached; a
urther increase in volume of acetone will result in decreased
fficiency of the extraction process. The observed decrease in
he extraction efficiency at lower acetone volumes than 1 mL
eems to be due to incomplete formation of cloudy state. While
t higher acetone volumes, the decreased extraction efficiency is
ue to the increased solubility of AuCl4–VBR adduct in water,

hich results in diminished distribution coefficient and extrac-

ion recovery of gold. According to the results thus obtained, a
olume of 1 mL acetone was chosen as the optimum disperser
olume.
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ig. 2. Effect of the volume of acetone on the recovery of Au(III) in DLLME.
xtraction conditions: sample volume, 10.00 mL; concentration of Au(III),
.2 �g L−1; sedimented phase volume, 25 ± 1 �L.

.3. Effect of extraction time

In DLLME, the extraction time is considered as the time inter-
al between the injection moment of the disperser/extraction
olvent mixture and the moment of starting the centrifugation
rocess. In order to reach the optimum extraction time, under
he same experimental conditions, the extraction procedure was
arried out at different time intervals in the range of 0–5 min.
he results clearly revealed that the proposed extraction method

s very fast so that the extraction time has no measurable effect
n the extraction efficiency. This is mainly due to an infinitely
arge surface area between extraction solvent and aqueous phase.
uch a short extraction time can be considered as one of the main
dvantages of the DLLME method, as reported before [24,25].

.4. Effect of HCl concentration

The concentration of HCl is one of the most important vari-
bles influencing the formation of AuCl4–VBR complex and
ts subsequent extraction. Thus, the influence of the HCl con-
entration (in the rang of 0.0–1.5 mol L−1) in test solutions on
he extraction of 0.25 ng mL−1 of Au(III) from 10 mL aqueous
olution by the proposed method was studied. According to the
esults, the absorbance signal was increased by increasing con-
entration of HCl up to 0.125 mol L−1, and remained more or
ess constant upon further increase in acid concentration (up to
.5 mol L−1). Thereby, a 0.5 mol L−1 concentration of HCl for
uantitative extraction of AuCl4–VBR was selected for further
tudies.

.5. Effect of nature and concentration of complexing agent

In a hydrochloric acid medium, four different basic dyes,
amely, rhodamine B [15], victoria Blue R [16], brilliant green
17] and methylene blue [18] were tested as potential candidates
or the formation of ion-association complexes with gold, exist-
ng as AuCl4− in solution, extractable into chlorobenzene as
xtraction solvent. The results clearly demonstrated that, under
he same experimental conditions, quantitative extraction of
u(III) is achieved using rhodamine B (96%) and, especially,
ictoria blue (100%) as complexing agents. While, in the cases

f methylene blue (47%) and brilliant green (44%), the gold
xtraction is quite low. Therefore, victoria blue R was selected as
proper basic dye for the formation of ion-association complex
ith Au(III) [16].

t
w
a

ig. 3. Effect of VBR concentration on the recovery of Au (III) in DLLME.
xtraction conditions: same as Fig. 1.

In the next step, the influence of the concentration of VBR
n the efficiency of DLLME of gold was investigated and
he results are shown in Fig. 3. As seen, the extraction effi-
iency increased with increasing concentration of the reagent
ntil a reagent concentration of about 2.0 × 10−6 mol L−1 is
eached, where the gold extraction is almost quantitative. Further
ncrease in concentration of the reagent showed no significant
hange in extraction efficiency. Thus, a VBR concentration of
.0 × 10−6 mol L−1 was chosen for subsequent experiments.

.6. Optimization of the furnace conditions

In order to reduce interfering effects and increase the accu-
acy of determinations in GFAAS, the use of a chemical modifier
as become indispensable for stabilization of elements during
he pretreatment step [27–29]. By using higher pyrolysis temper-
tures, less interference is encountered in the atomization step
30]. Thus, in these experiments, we used aqueous solutions of
d2+ as a suitable modifier. It should be noted that the organic
olvents are compatible with ETAAS. Since the contact angle
f sediment phase with carbon surface of the graphite used in
TAAS is between 0◦ and 10◦, the sedimented organic phase
an easily spread into the graphite tube, and the modifier (aque-
us Pd2+ solution) is simply injected on it [30]. The influence
f palladium ion on background level and absorbance signal
as of utmost importance. Addition of a 0.04% (w/v) solution
f Pd(NO3)2, allowed increasing the pyrolysis temperature to
000 ◦C and atomization temperature to 2100 ◦C with consid-
rable background reduction without losing the atomic signal
Fig. 4). The absorbance signals were enhanced by 30% when
he injected volume of the palladium solution was increased
rom 10 to 20 �L. For aliquots larger than 20 �L, the signal was
ot further improved. The modifier volume was thus chosen as
0 �L of a 0.04% (w/v) solution of Pd(NO3)2.

.7. Effect of diverse ions
In order to study the effect of various cations and anions on
he determination of Au(III), a fixed amount of gold (0.2 �g L−1)
as taken with different amounts of those foreign ions, which

re reported to be usually present in different gold real samples
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Table 3
Analytical characteristics of the method

Element condition DLLME–GFAAS GFAAS

Linear range (ng mL−1) 0.03–0.5 10–175
Correlation coefficient (r) 0.994 0.997
Slope 2.655 0.006
Intercept 0.12 0.027
Enrichment factora 388 –
RDS (%, n = 8)b 4.2 4.7
LOD (ng mL−1)c 0.005 2.5

a Calculated as the ratio of slop of pre-concentrated samples to that obtained
without pre-concentration.
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ig. 4. Pyrolysis and atomization temperature curves after pre-concentration.
nitial gold concentration is 0.4 ng mL−1.

1–18,21,23,32,33], and the recommended procedure was
ollowed. A relative error of 3% was considered tolerable. The
esults are summarized in Table 2. The results showed that none
f the ions examined interfere in extraction and determination of
old, even at an interfering ion-to-gold ratio of 1000 and higher.

.8. Figures of merit

In Table 3 are compared the figures of merit of the proposed
LLME–GFAAS method with those of conventional GFAAS
ethod. Table 3 clearly demonstrates a distinct improvement in

he figures of merit of GFASS brought about upon its combina-
ion with DLLME technique.

A calibration curve was constructed by pre-concentrating
0 mL of sample standard solution. Under the optimum exper-

mental condition, the calibration curve for Au(III) was linear
orm 0.03 to 0.5 �g L−1 with a regression coefficient of 0.994.
he enrichment factors for the proposed method is 388, as
btained from the ratio of slope of the pre-concentrated sam-

able 2
ffect of foreign ions on the pre-concentration and determination of gold

0.2 ng mL−1)

on Ion/Au ratio Extraction recovery (%)

o2+ 2000 101.4
l3+ 1000 99.8
i2+ 2000 100.8
d2+ 2000 100.5
d2+ 2000 100.6
g+ 2000 100.1
g2+ 2000 99.7
u2+ 2000 100.3
n2+ 2000 100.4
n2+ 2000 100.1
b2+ 2000 100.0
e3+ 1000 99.6
a3+ 1000 99.7
b5+ 1000 99.3
r3+ 2000 100.4
n2+ 1000 101.1
O3

− 2000 100.1
r− 2000 100.2
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At a gold concentration of 0.2 ng mL .
c Determined as three times of the standard deviation of the blank signal, and

lop of calibration curve after pre-concentration.

le (2.328) to that obtained without pre-concentration (0.006).
t should be noted, in both cases, 20 �L of a 0.04% (w/v) solu-
ion of Pd(NO3)2 was used as chemical modifier. The limit of
etection (LOD) was calculated as the ratio of three times of
tandard deviation of the blank signal and the slop of calibra-
ion curve after pre-concentration (LOD = 0.005 ng mL−1). The
igh sensitivity presented by GFAAS is a decisive factor when
nalytes have to be determined at very low concentration [31].
he relative standard deviation for the eight replicate recoveries
f 0.2 �g mL−1 Au(III) from 10 mL of aqueous solutions was
ound to be ±4.2%.

.9. Comparison of DLLME–GFAAS with other methods

In Table 4 are compared the main analytical characteristics
i.e., LR, LOD and RSD) of the proposed DLLME–GFAAS
ethod for the determination of Au(III) with those of some of

he best previously reported methods for this purpose including
pectrophotometry, using 2-carboxyl-1-naphthalthiorhodanine
s reagent [32], SPE-spectrophotometry, using 5-(2-hydroxy-5-
itrophenylazo)thiorhodanine on C18 cartridge [6], FIA–FAAS,
here Au is adsorbed on a 2-mercaptopyrimidine chemi-

ally modified silicagel packed microcolumn and eluted with
hiourea solution [2], ETAAS-anion exchange separation, using
mberlite IRA-35 as anion-exchange resin for separation of
uCl4− [3], kinetic-spectrophtometry, based on catalytic effect
f gold on oxidation of methylene blue B by ammonium
eroxo-disulfate [33], cathodic stripping voltametry, with an
poxy-impregnated graphite tube composite electrode modified
ith 2-mercaptobenzoxazole [4], neutron activation analysis

ncorporating substoichiometric solvent extraction of Au3+

ith 1,2,3-benzotriazole into n-butanol [5], FI-ICP-AES, using
icrocolumns of Amberlyst A-26 and sulfhydryl cotton [1],
PE–FAAS, using ammonium O,O-diethyldithiophosphate and
riton X-114 as reagent and surfactant [22] and FI-CVG-AAS,
ased on reduction of Au3+ by NaBH4 and flow injection into
AS in the presence of DDTC [23].

As can be seen from Table 4, LODs of the proposed

LLME–GFAAS method, with a sample volume of only
0.00 mL, is significantly improved over all the previously pro-
osed methods. In addition, the extraction time is very short,
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Table 4
Comparison of DLLME–GFAAS with previously reported methods for determination of Au(III)

Method LOD (�g L−1)a LR (�g L−1)b RSD (%)c References

Kinetic-spectrophotometric 5.5 90–2,900 2.5 [33]
Anion exchange-ETAAS 0.27 – 5.6 [3]
CPE–FAAS 0.53 0–15 2.5 [23]
Spectrophotometry 0.02 10–2,000 2.05 [32]
SPE-spectrophotometry 0.02 100–3,000 2.18 [6]
Anion exchange-NAA 0.01–0.02 – – [5]
FIA-FAAS 3.1 – ≤2.5 [2]
Cathodic stripping voltammetry 0.4 200–20,000 6.33 [4]
FI-CVG-AASd 24 200–2,000 2 [21]
FI-ICP-AES 0.8–1.7 – 1.2–3.5 [1]
DLLME–GFAAS 0.005 0.03–0.5 4.2 This work

a Limit of detection.

w
r
d

3

m
I
a
s
i
r
f
s

T
D

S

S

T

S

S

(
t

a

C

i
m
t
a
s
o
r
m

r
d
T

b Linear range.
c Relative standard deviation.
d Flow injection-chemical vapor generation-atomic absorption spectrometry.

hich indicates the fact that DLLME is a very sensitive and
apid technique that can be used for the pre-concentration and
etermination of Au(III) from real samples.

.10. Analytical application

The proposed method was applied to the extraction and deter-
ination of gold in silica ore (prepared from Muteh gold mine,

sfahan, Iran), tap water and two different synthetic samples,
nd the results are summarized in Table 5. An accurately mea-
ured sample (0.2000 g) of the silica ore sample was dissolved

n aqua regia. The solution was evaporated to near dryness, to
emove the nitrogen oxides. Then, 15 mL distilled water and a
ew drops of concentrated hydrochloric acid were added. The
olution was filtered, and the filtrate was transferred completely

able 5
etermination of Au(III) in real samples

ample Added
(ng mL−1)

Found (ng mL−1)a Recovery (%)

ilica oreb – 0.188 ± 0.02
0.1 0.283 ± 0.03 98.3
0.2 0.380 ± 0.03 97.9

ap water – –
0.05 0.049 ± 0.01 98.0
0.2 0.203 ± 0.02 101.5
0.4 0.397 ± 0.02 99.2

ynthetic sample 1c 0.1 0.097 ± 0.02 97.0
0.2 0.196 ± 0.02 98.0
0.3 0.292 ± 0.03 97.3

ynthetic sample 2d 0.1 0.098 ± 0.01 98.0
0.2 0.190 ± 0.02 95.0
0.3 0.289 ± 0.02 96.3

a Mean of three experiments ± standard deviation.
b The quantitative analysis of gold content in the silica ore sample by XRF

Geological Survey of Iran (Tehran, Iran)) and the proposed method was found
o be 1.80 ± 0.02 �g g−1 and 1.83 ± 0.03 �g g−1, respectively.

c Synthetic sample 1 contained 200 ng mL−1 of Hg2+, Pd2+, Ni2+, Co2+, Ag+,
nd 100 ng mL−1 of Ga3+, Sb(V).
d Synthetic sample 2 contained 200 ng mL−1 of Cu2+, Zn2+, Cd2+, Pb2+, and
r3+, 500 ng mL−1 of Mg2+ and Ca2+ and 100 ng mL−1 of Fe3+ and Mn2+.
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nto a calibrated 200-mL volumetric flask and diluted to the
ark with water. The extraction and determination of gold con-

ent was carried out following the general procedure described,
nd the results are given in Table 5. The gold content of the
ilica ore sample was also determined by XRF. As it is obvi-
us from Table 5, there is a satisfactory agreement between the
esults obtained by XRF (1.80 ± 0.02 �g g−1) and the proposed
ethod (1.83 ± 0.03 �g g−1).
In addition, the proposed method was also validated by the

ecovery studies of Au(III) from a tap water sample and two
ifferent synthetic samples and the results are also included in
able 5. As is obvious, the extraction efficiency was excellent
nd showed no serious matrix effects.

. Conclusions

In this paper we introduced a DLLME–GFAAS method for
he analysis of ultra trace amounts of Au(III) in real samples such
s silicate ore, tap water and two different synthetic samples.
he important features of DLLME method are low cost, use of
inimized toxic organic solvents, simplicity of operation, rapid-

ty, high enrichment factor and high sensitivity and selectivity.
he limit of detection of the proposed DLLME–GFAAS method

0.005 ng mL−1) is significantly improved over that of some
f the best previously methods for gold determination, includ-
ng spectrophotometry, SPE-spectrophotometry, FIA–FAAS,
TAAS-anion exchange separation, kinetic-spectrophtometry,
athodic stripping voltametry, neutron activation analysis, FI-
CP-AES, CPE–FAAS and FI-CVG-AAS.
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bstract

This paper describes total determination of aflatoxins B1 and B2 in pistachio samples using corona discharge ion mobility spectrometry (IMS).
new injection port was designed to introduce liquid samples into the IMS. Using this port, the liquid solvent (methanol) containing standard

flatoxins or an extracted sample was directly introduced into the injection port. Calibration curves resulting from experimental analyses were

inear within two orders of magnitude and relative standard deviations (R.S.D.) were less than 10%. The limit of detection (LOD) was found to
e 0.25 ng for both aflatoxins. Addition of ammonia as the dopant to the carrier gas improved the LOD by a factor of 2.5. Pistachio samples were
nalyzed to demonstrate the capability of the proposed method in detecting aflatoxins in real samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Aflatoxins are a family of mycotoxins produced as secondary
etabolites by food spoilage fungi, particularly Aspergillus

avus and A. parasiticus growing on a variety of food products
uch as nuts, grains, dried fruits, and spices [1–3]. Aflatoxins
Fig. 1) are highly toxic and carcinogenic compounds that cause
isease in livestock and humans. Among these, aflatoxin B1
AFB1) is one of the most potential environmental carcinogenics
4,5].

Determination of aflatoxins in food and feed typically
nvolves two major steps: (a) extraction or recovery of
flatoxins from the sample matrix and (b) quantitative deter-
ination of the extracted aflatoxins by various methods.
he more common methods include thin-layer chromatogra-
hy (TLC), high performance liquid chromatography (HPLC)
ith UV-absorption, fluorescence, mass spectrometry (MS), or

mperometric detection systems [6–10]. Other methods used

nclude gas chromatography (GC) with MS or electron cap-
ure detector (ECD) [11], enzyme-linked immunosorbent assay
ELISA) [12], and supercritical fluid chromatography (SFC)

∗ Corresponding author. Tel.: +98 311 3913272; fax: +98 311 3912350.
E-mail address: m-tabriz@cc.iut.ac.ir (M. Tabrizchi).
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ith flame ionization or MS detector [13]. In addition to these,
here is nowadays an increasing demand for rapid and reliable

ethods to determine mycotoxins in food and feed. The objec-
ive of the present study was to investigate the capability of ion

obility spectrometry (IMS) in quantitative determination of
race levels of aflatoxins in pistachio.

Ion mobility spectrometry is basically a gas-phase ion
eparation technique which has gained widespread acceptance
n many applications for detecting contaminants thanks to its
xcellent sensitivity and fast operation. A full description of the
ethod is given in several books and review articles [14–18].

ts main advantages include low detection limit, fast response,
implicity, portability, and relatively low cost. The technique is
imilar to time of flight mass spectrometry except that it operates
nder atmospheric pressure. A broad range of compounds such
s explosives [19], narcotics [20], herbicides [21], pesticides
22], and drugs of abuse [23] have been detected by IMS.
arious atmospheric pressure ionization sources including

3Ni radioactive source [14], UV ionization [24], and corona
ischarge (CD) [25–28] have been used for ionization in IMS.
orona discharge has proved to be a reliable ionization source

n IMS and is currently used in detecting many compounds. The

ain advantages of the corona discharge ionization source are

implicity and increased signal-to-noise ratio, which results in
higher sensitivity and a longer dynamic range. In the present

tudy, corona discharge is used for ionization of aflatoxins in
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Table 1
The optimized experimental conditions for aflatoxins

Parameter Setting

Length of drift tube 11 (cm)
Drift field 500 (V cm−1)
Corona voltage 2000 (V)
Flow of drift gas (N2) 600 (mL min−1)
Flow of carrier gas (N2) 300 (mL min−1)
Doping gas NH3

Flow rate of doping gas 20 (mL h−1)
Injection port temperature 230 (◦C)
IMS cell temperature 170 (◦C)
P
T

a
A
n
p
p
3
w
2
c
t
t
i
f
t
t

2

I
s
m

Fig. 1. Chemical structures of aflatoxin B1, B2 and B2a.

MS. Furthermore, the sample introduction system is improved
o allow for direct injection of liquid samples into IMS.

. Experimental

.1. Instrumentation

The IMS used in this study was constructed in our laboratory
t Isfahan University of Technology. An IMS cell (installed in an
ven), a needle for producing the corona, two high voltage power
upplies, a pulse generator, an analog to digital converter, and a
omputer to record spectra comprised the main components of
he instrument. A detailed description of the instrument and its
orona discharge ionization source can be found in Ref. [26].

A new injection port was designed to allow for introduction
f liquid samples into the IMS. This injection port consisted
f an aluminum tube connected to a T-shape swagelock fitting
eated up to 250 ◦C. The carrier gas flowed through the port at a
ow rate of 300 mL min−1. The tube was filled with steel wool

o facilitate the evaporation of the liquid. This design prevents
he sample from reaching the IMS cell in liquid form. Mean-
hile, the evaporation process is fast enough to create a short
nd intense plume of the analyte vapor entering into the IMS
ell, resulting in higher sensitivity levels. This new injection
ort is capable of introducing up to 20 �L of liquid solvent such
s methanol in each run.

M
v
A
f

Fig. 2. Schematic diagram of the
ressure 630 (Torr)
ypical shutter grid pulse width 100 (�s)

Ammonia was doped into the carrier gas in order to evalu-
te the effect of ammonia on the determination of aflatoxins.

small cap vessel filled with ammonium carbonate was con-
ected to the carrier gas via a capillary tube while a syringe
ump (Genie-Kent Scientific Corporation, USA) was used to
ump air into the vessel at a flow rate ranging between 1 and
0 mL h−1 (Fig. 2). Solid ammonium carbonate is in equilibrium
ith the gaseous ammonia with a vapor pressure of 188 hPa at
0 ◦C [29]. This method ensures continuous introduction of a
onstant amount of ammonia into the carrier gas. The drift and
he carrier gases were both filtered with a 13× molecular sieve
rap. A unidirectional gas flow system was used in this exper-
ment. Table 1 presents the optimized experimental conditions
or obtaining ion mobility spectra of aflatoxins. A UV–vis spec-
rophotometer (Jasco, Model V-570, Japan) was used to verify
he concentration of aflatoxin standard solutions.

.2. Materials and chemicals

Pistachio samples (Pistachia Vera L.) were obtained from
nstitute of Standards and Industrial Research of Iran Raf-
anjan Branch. The samples were ground, passed through a
esh 16 sieve, and stored in sealed bags in the refrigerator.

ethanol, chloroform, acetone, and n-hexane were used as sol-

ents in HPLC grade quality (Merck, Darmstadt, Germany).
flatoxin standards (AFB1, AFB2, and AFB2a) were purchased

rom Sigma (St. Louis, MO, USA). Stock standard solutions of

ammonia doping system.
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flatoxins were prepared at concentrations of 8–10 (�g mL−1)
y dissolving solid standards in methanol. The concentrations
f aflatoxin standard solutions were verified using a UV–vis
bsorption spectrophotometer as recommended by AOAC [30].
orking standard solutions of AFB1 and AFB2 were prepared

y diluting the stock standard solutions and stored at tempera-
ures below 5 ◦C for the experiments. Pre-coated silica gel 60
LC aluminum plates with the dimensions 5 cm × 10 cm, were
btained from Merck (Darmstadt, Germany). Immunoaffinity
olumns (IAC AflaTest), used for cleanup of the sample in some
xperiments was purchased from Vicam (USA).

.3. The extraction procedure of aflatoxins

Extraction of aflatoxins from pistachio and the cleanup pro-
edures were performed according to the AOAC method [31].
round pistachio samples (50 g) were mixed with 2.5 g NaCl,
00 mL of 80% (v/v) solution of methanol in water, 100 mL of n-
exane and blended in a blender for 5 min. 100 mL of the slurry
olution was then centrifuged to remove the fat content extracted
nto the upper phase. After filtration, 25 mL of the lower phase
as shaken for 1 min in 25 mL of chloroform in a separatory

unnel. Finally, the chloroform phase was separated and evap-
rated to dryness at 50 ◦C. The extracted aflatoxins were then
edissolved in 200 �L of methanol. Finally, 5 �L of this solution
as introduced into the injection port of the IMS.

.4. Identification and detection by UV-lamp

In order to verify the presence of aflatoxins in the real
ample by a method other than the IMS, 5 �L of the final
olution, described in Section 2.3, was spotted on a TLC plate
ith the dimensions 5 cm × 10 cm, together with the prepared

tandards. The aflatoxins were separated on the plate using
hloroform–acetone (90:10) as the development solvent. The
dentification and detection of the separated aflatoxins were per-
ormed by comparing their Rf values with those of the standard
flatoxins using a UV-lamp at 366 nm. At this wavelength, AFB1
nd AFB2 show a blue fluorescence light [32].

. Results and discussion

.1. Improvement of the sample introduction system

A reliable and replicable quantitative determination by IMS
elies on using a proper sample introduction technique. Gas
amples as well as the headspace of the liquid samples can be
ntroduced directly into the IMS after proper dilution of the sam-
les. These techniques are usually precise and repeatable since
specified small amount of the sample can be introduced in

ach run. For solid samples with low vapor pressure, however,
t is not possible to introduce a known small amount of the solid

irectly into the IMS. The procedure commonly used in these
ases involves dissolving the solid in a solvent followed by intro-
ucing a fraction of the solution on a probe, and then allowing the
olvent to evaporate. Using this procedure, a small amount of the

p

p
b
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olid sample is deposited on the probe, which is later inserted into
he IMS injection port. The deposited material is then evaporated
y heating the probe. There are a number of drawbacks associ-
ted with this method. One such problem is that a portion of the
aterial in the solvent is lost in the solvent evaporation stage.
his will increase the detection limit and decrease the poten-

ial for repeating the measurement. Another issue of concern is
hat complete solvent evaporation can be time-consuming. Fur-
hermore, the initial temperature of the solid probe affects the
vaporation rate of the deposited sample. This seems to be the
ain cause for the poor repeatability of the method.
For the purposes of our study, we improved the sample intro-

uction system in a manner that the sample solutions could be
ntroduced in the liquid form using a micro syringe directly into
he injection port, as described in the experimental section. This
echnique does not require a solvent evaporation step prior to
njection; hence, no material losses during the preparation step.

oreover, the initial temperature of the liquid is always the same
or each injection. These provisions lead to improved measure-
ent repeatability, enhanced sensitivity, and increased speed of

nalysis.
The operating temperature of the injection port must, obvi-

usly, be higher than the solvent boiling point. The solvent must
lso possess a lower proton affinity than the analyte (in the pos-
tive mode of operation) to allow ionization of the analyte in the
resence of large amounts of the solvent. Additionally, the sol-
ent must be pure enough to show a clean spectrum for the blank.
ethanol (i.e., HPLC grade) and distilled water proved satisfac-

ory solvents in meeting all these requirements. Additionally, the
emperature of the IMS cell needs to be high enough to avoid
olvent condensation inside the cell. This high temperature also
elps ions and solvent molecules decluster, resulting in a better
esolution [33]. The appropriate operating temperature for afla-
oxins was found to be above 160 ◦C. In practice, when 10 �L
f methanol was injected into the port, the corona discharge was
hortly disturbed. This was monitored through a quick change
n the baseline of the spectrum that was then quickly stabilized
fter injection.

.2. Ion mobility spectra

The ion mobility spectrum of AFB1, shown in Fig. 3, was
btained under optimized experimental conditions, as given in
able 1. The spectrum shows only one peak at 13.17 ms which

s much longer than that of reactant ion peaks within the range
–5.2 ms. The reactant ions consist of water clusters of NH4

+,
O+, and H3O+. The chemical formula of the product ions orig-

nating from AFB1 cannot be fully characterized without mass
pectrometer coupled to the IMS. However, due to its structure
Fig. 1), aflatoxin is expected to be easily protonated. Since no
ther peaks were observed at shorter drift times, no fragmenta-
ion was assumed to have taken place. The drift time of the peak
s long enough (∼3 times that of the reactant ion) to attribute the

eak to a heavy ion such as protonated aflatoxin (M = 313).

AFB2 also gave the same spectrum as AFB1, i.e., a single
eak at a drift time identical to that for AFB1. This was expected
ecause of their similar chemical structures (Fig. 1) and their
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ig. 3. An example of ion mobility spectrum obtained for AFB1 (4 ng) as well
s the background spectrum. AFB2 also gave the same spectrum.

ery close molecular weights (312 and 314). Moreover, AFB2a
Fig. 1), that is a hemiacetal form of AFB1 with a molecular
eight of 330, gave a similar spectrum. In conclusion, IMS does
ot distinguish between AFB1 and AFB2 or AFB2a. Therefore,
separation step prior to IMS is required if AFB1 and AFB2 need

o be determined individually. In our experiments, we measured
he total AFBs due to their identical response factors in the IMS
s described below.

.3. The effect of NH3 as dopant

Dominant reactant ions produced in the corona discharge
re hydrated protons, H+(H2O)n. However, other ions includ-
ng NH4

+(H2O)n and NO+(H2O)2, where n takes values from 1
o 10, are also observed [14]. A doping material is usually added
o the carrier or to the drift gas to enhance selectivity and sen-
itivity in the IMS. For example, by doping the system with

mmonia, NH4

+(H2O)n, reactant ions are formed that selec-
ively ionize the compound with a higher proton affinity than
mmonia [18]. It was observed that NH4

+ not only ionized the
flatoxins but also enhanced the sensitivity level. This is shown

ig. 4. The response of the corona discharge IMS for AFB1 versus the pumping
ate of NH3 vapor, introduced into the carrier gas.

a
t
(
m
b

F

Fig. 5. A 3D plot of the ion mobility spectra of AFB1.

n Fig. 4 where the intensity of AFB1 peak is plotted versus
umping rate of ammonia. The signal intensity increases in the
resence of ammonia and exhibits its maximum level within the
5–25 mL h−1 range corresponding to ∼50–80 ppm of ammonia
n the ionization region. At higher concentrations, the intensity
ecreases probably due to the competition between ammonia
nd the analyte for proton attachment.

.4. Calibration curves for AFB1 and AFB2

Different volumes of the standard solutions (described in Sec-
ion 2.2) were injected into the IMS port. The aflatoxin peak
ppeared after a short time, reached its maximum level, and
ecayed exponentially, as shown by the 3D plot in Fig. 5. The
eight of the analyte peak was integrated over the acquisition
ime and taken as the response of the IMS to the analyte. The
alibration curve for the analyte was then obtained by plotting
he response against analyte quantity.

The calibration curves for AFB1 and AFB2 were obtained
nder two different conditions: with and without NH3 as a dopant
as. As seen in Fig. 6, different calibration curves obtained for
FB1 with and without the dopant.
The linear dynamic ranges (LDR) for the analyte are 1.0–10

nd 2.0–70 ng, with and without dopant, respectively. Clearly,

he sensitivity has increased in the presence of the dopant
Fig. 6). The relative standard deviation (R.S.D.) for 5 times
easurement of a 4 ng solution of aflatoxin was found to be

elow 10%.

ig. 6. Calibration curve for AFB1, with and without ammonia as a dopant gas.



A. Sheibani et al. / Talanta 75 (2008) 233–238 237

Table 2
The analytical parameters for the determination of AFB1

Parameters With NH3 Without NH3

Formula Y = −2 + 5.18X Y = 1.71 + 2.16X
R2 0.9942 0.9998
LDR (ng) 1–10 2–70
LOD (ng) 0.1 0.25
R.S.D. (%) 10

Table 3
Statistical results for the slope comparison of the calibration curves

Curve Slope ± S.D. Fexp Ftable ±ts
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t
t
separated from the unwanted peaks, as depicted in Fig. 7. This
means that the aflatoxins are detectable in pistachio in spite of
their complicated matrix. The limit of quantification (LOQ) was
FB1 2.16 ± 0.07 1.66 7.14 ±0.18
FB2 2.18 ± 0.09 1.66 7.14 ±0.24

The LOD was obtained using the equation LOD = 3Sb/m,
here Sb is the standard deviation of the height of the blank

pectrum at the drift time similar to that of the analyte, and
is the slope of the calibration curve. LODs were 0.1, and

.25 ng for aflatoxin under the above-mentioned two conditions,
espectively.

The calibration curve for AFB2 was obtained in a manner
imilar to that for AFB1. The results were almost similar to those
f AFB1 curves. The analytical parameters of the corona dis-
harge IMS method for the determination of AFB1 are presented
n Table 2.

As mentioned above, the product ions of AFB1 and AFB2
ppear at identical drift time so that their peaks completely over-
ap. The slopes on their calibration curves are also very close to
ach other. Statistical calculations, given in Table 3, show that
he slight difference in the slopes is due to the experimental ran-

om error (with a confidence limit of 95%). This means that
MS yields identical response factors to both AFB1 and AFB2.
t is, therefore, possible to determine AFB1 and AFB2 as total
FB.

ig. 7. The ion mobility spectra of background with ammonia dopant, blank (the
xtracted stuff from non-contaminated pistachio sample), and after addition of
.0 ng of AFB1 to the blank. The sensitivity for the blank and aflatoxin was
nhanced.
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ig. 8. The ion mobility spectra of background, blank, and after addition of
.5 ng of AFB1 to the blank using an immunoaffinity column in cleanup step.

.5. Analysis of real samples

Aflatoxins were extracted from pistachio samples using the
OAC method (Section 2.3). 5 �l of the extracted aflatoxins

redissolved in 200 �l methanol) was injected into the IMS. The
lank spectrum obtained for the pistachio sample is shown in
ig. 7, where it is compared with the background spectrum.
learly, the blank spectrum shows additional intense peaks of
round 5–8 ms due to unidentified substances surviving through
he extraction and the cleanup steps. However, spiking aflatoxin
o the extracted sample caused the aflatoxin peak to appear well-
etermined by successive standard additions until the analyte

able 4
omparison of the limit of detection (LOD), limit of quantification (LOQ), and

inear dynamic range (LDR) for different methods as well as IMS for analysis
f aflatoxins

ethod LOD (ng) LOQ (ng) LDR (ng)

iquid
chromatography–tandem
mass spectrometry [35]

10 25 10–600

tmospheric pressure
photo-ionization liquid
chromatography–mass
spectrometric [36]

0.11–0.5 (ng g−1) – –

ALDI-TOF mass
spectrometry [37]

∼0.5 (pg) – –

PLC with fluorescence
detection [38]

3.5 (ng g−1) 4 (ng g−1) 4–20 (ng g−1)

PLC with amperometric
detection [39]

7–10

ensitometric scanning
of the developed TLC
plate [40]

1.2–1.7 1.9–2.8 1–9a

verpressure—Layer
chromatography [41]

0.018–0.15 0.27–0.36 1–10

his work (IMS) 0.1 0.5 1–10

a Aflatoxin B1 concentrations per spot on TLC plate.
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eak was measurable. The LOQ was found to be about 1.0 ng as
njected into IMS.

The detection limit is further lowered if the matrix effect
s eliminated. One way to achieve this is to use immunoaffin-
ty columns in the cleanup step in order to eliminate unwanted
ubstances from the extracted aflatoxin. This results in more effi-
ient ionization of aflatoxin and enhanced the sensitivity. Clean
p with immunoaffinity columns was performed according to
he procedure described in Ref. [34]. The results are demon-
trated in Fig. 8. Comparison of Figs. 7 and 8 shows that the
nwanted substances, co-extracted with aflatoxins, have been
fficiently removed by the use of immunoaffinity column. Fur-
hermore, the LOQ was reduced to 0.5 ng which is half of the
alue obtained without immunoaffinity column.

The LOD, LOQ and LDR obtained in this work lies within
he range of those reported in the literature, given in Table 4
35–41].

. Conclusion

The present work demonstrates the capability of positive
orona discharge ion mobility spectrometry for determination of
otal AFB1 and AFB2 in real samples at an acceptable detection
imit. Although other methods possibly yield lower detection
imits, they can generally be time-consuming due to such fac-
ors as the requirement to convert aflatoxins to more intense
uorescent derivatives [39]. Fast response, low cost, and porta-
ility of the IMS make it competitive with other low detection
imit techniques.

Another facet of our study involves direct introduction of the
iquid solution into the corona discharge ionization region of
n IMS. This is a promising practice for future projects such
s coupling HPLC or LC to an IMS without using electrospray
onization. The combination of the separation power of HPLC
ith the detection capability of IMS can be an excellent tool for
any analytical purposes.
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bstract

This review summarizes and discusses the research carried out on the determination of antimony and its predominant chemical species in
tmospheric aerosols. Environmental matrices such as airborne particulate matter, fly ash and volcanic ash present a number of complex analytical
hallenges as very sensitive analytical techniques and highly selective separation methodologies for speciation studies. Given the diversity of

nstrumental approaches and methodologies employed for the determination of antimony and its species in environmental matrices, the objective
f this review is to briefly discuss the most relevant findings reported in the last years for this remarkable element and to identify the future needs
nd trends. The survey includes 92 references and covers principally the literature published over the last decade.
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. Introduction

Antimony is a fascinating element that has been used by
uman cultures since the Early Bronze Age. Excavations at
ello in Ancient Chaldea found fragments of an antimony
ase that dates back to 4000 b.c. Different documents testify
hat alchemists and quacks have used antimony compounds in

edicine, veterinary and cosmetics. It is impressive that this
etalloid was prescribed in the past as the universal remedy for

yphilis, chest pains, the plague, melancholy and especially for
ever [1]. Antimony, together with lead, was used in the Roman
eriod producing a long history of contamination of waters, sed-

ments and soils. Around 1990 the uses and applications of Sb
xpanded in scope and it was mainly used for making alloys, pig-
ent, paints, pharmaceutical preparations (tartar emetic, quinine

ntimonite), as opacifying agent for enamels (antimony oxide
nd sodium antimonite), glazing for pottery and tiles (Naples
ellow), colouring matter for paper and cloth and for vulcanizing
ubber (antimony pentasulfide) [1]. Modern uses of Sb include:
atalyst in the manufacture of PET (polyethylene terephthalate),
omponent of brake linings (as S3Sb2), cable covering, ammuni-
ions and bearings as well as flame retardant in adhesives, papers,
ubber and textiles. Natural sources are also responsible for Sb
missions into the environment. Hinkley et al. [2] reported that
bout 5 tonnes year−1 are released to the atmosphere by volca-
oes. According to Shotyk et al. [3] volcanic emission appears
o account for only 3–5% of Sb global emission. Rock weather-
ng and soil runoff have been identified as other natural sources.
or these reasons, a large amount of Sb-containing compounds

s released annually into the environment where a considerable
nterconversion of Sb compounds by chemical and biological
ction can occur.

Antimony is potentially toxic at very low concentrations and
as no known biological functions. Elemental Sb is more toxic
han its salts and inorganic species of Sb are more toxic than the
rganic ones. Sb(III) compounds are about 10 times more toxic
han Sb(V) species. The International Agency for Research on
ancer (IARC) has reported that there is sufficient evidence for

he carcinogenicity of antimony trioxide in experimental ani-
als [4]. On the other hand, the U.S. Environmental Protection
gency and the German Research Community have listed Sb
s a prioritary pollutant but it has not been classified for car-
inogenicity [5,6]. In contrast to As, there is evidence that Sb is
ot detoxified via methylation in mammals, but the mechanism
esponsible for the antimony’s genotoxicity is not clearly known.

F
a

t

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Daily intake of inhalated Sb from ambient air is approxi-
ately 0.6 �g assuming a volume of 20 m3 of air to be inhalated

aily on average [7]. The absorption from lungs is in average
15% depending on the size of the particles and the solubil-

ty of the specific Sb compounds. Children bellow 5 years of
ge have a higher air intake per unit and may absorb a higher
ercentage of inhalated metals [7].

At present, many research groups invest time and resources
o study Sb under different aspects including its determination in
nvironmental matrices. The state-of-the art of analytical meth-
ds for Sb speciation in waters at trace and ultratrace levels
as reported by Smichowski et al. [8]. A critical review of the
arious techniques and methodologies employed for the deter-
ination of Sb in terrestrial environment samples was presented

y Nash et al. [9]. Burguera and his group have developed dif-
erent analytical techniques for the determination and speciation
nalysis of Sb in biological fluids, tissues and pharmaceuti-
als [10–12]. Shotyk et al. [13] presented a comprehensive
eview covering different aspects of the anthropogenic impacts
n the biogeochemistry and cycling of antimony. Special atten-
ion was paid to atmospheric emissions of Sb to the environment
nd its occurrence in the atmosphere, soils, sediments, plants
nd waters. The solution chemistry of this element was thor-
ughly reviewed by Filella et al. [14,15]. Recently, the role of
tomic spectrometry techniques applied to the determination
f chemical elements in atmospheric aerosols was reviewed
y Smichowski et al. [16]. This landscape evidences that
tmospheric emissions of Sb to the environment require more
ttention.

In spite of all above described, exists a gap in our knowledge
f some aspects of antimony such as its direct input and subse-
uent integration into the environment’s biogeochemical cycle.
hese aspects have been far less studied in comparison with other
lements such as As, Cr, Hg and Pb and only few groups have
ocused to study aspects related to Sb in atmospheric aerosols.

What I did perceive today is that the scientific community
as put more attention on this metalloid in recent years and that
any chemical disciplines have been inter-worked to deeply

tudy different methodologies for Sb determination. It is not by
hance that in 2005 the Institute of Environment Geochemistry
t the University of Heidelberg has organized and hosted the

irst International Workshop on Antimony in the Environment,
ttended by participants from 20 countries [17].

The atmosphere is an important vector of global element
ransport between regions and as a consequence population
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s exposed to metals and metalloids in airborne particles that
ften are well above natural background levels. Antimony
s part of the atmospheric pollutants and its determination
n the total air particulate as well as in the corresponding
nhalable fractions represents an important parameter in eval-
ating the possible implications onto the public health. One
f the most crucial properties of metals, which differentiate
hem from other pollutants with a certain degree of toxic-
ty, is that they are not biodegradable in the environment
18].

The purpose of this review is to summarize the research
one in the last decade as regards the quantification of Sb in
tmospheric aerosols by means of different analytical tech-
iques, their environmental implications, the progress made
o far in this field and the problems met. As a consequence
f the low concentrations (�g m−3 down to ng m−3) of Sb
n airborne particulate matter (APM) and related matrices,
nalytical approaches fit for their reliable determination are
andatory.
The growth in the number of sophisticated techniques and

xperimental approaches and the mounting awareness that Sb
etermination in atmospheric aerosols is contributing signifi-
antly to environmental sciences is well reflected by the papers
nd chapter of books that have become available in recent years.
or this reason, it is obviously impracticable to cite even briefly
ll the contributions on Sb determination in atmospheric aerosols
hat enriched the relevant literature to date. Hence, only a few
elected representative contributions published mainly over the
ast decade in this field are reported.

. Antimony in environmental matrices: general
onsiderations

The problematic of total Sb determination and its specia-
ion analysis in environmental matrices can be summarized as
ollows:

(i) Low concentrations: in unpolluted environments Sb was
detected at trace and ultratrace levels ranging from
0.2 �g L−1 (natural waters) to 1.0 �g g−1 (soils) [19].
In atmospheric aerosols, from natural and anthropogenic
emission, Sb is found at ng m−3 levels.

(ii) The extraction efficiencies of inorganic and organic Sb
compounds from environmental and biological matrices is
low.

iii) Lack of stability of Sb compounds during the overall
analytical process (sampling, extraction, separation, deter-
mination).

(iv) Lack of appropriate Sb standards to identify individual
species that have been separated and measured in extracts
of soils, APM and sewage sludges.
(v) Necessity of more adequate matrix-matched reference
materials with certified concentrations for total Sb deter-
mination.

vi) No certified reference materials are available for species.

o
a
n
o
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. Analytical methods for antimony determination

.1. Total antimony determination

Numerous analytical techniques and experimental
pproaches have been proposed in the last two decades
o identify and measure Sb aimed at obtaining reliable results
nd correct evaluations in the field of environmental chemistry.
nvironment assessment is benefiting from developments of

nnovative analytical methodologies where atomic spectromet-
ic techniques are important tools for element determination.
he outstanding developments undergone by these techniques
ver the last years have marked a parallel and irreversible
rogress in the exploitation of such techniques for environmen-
al purposes from the viewpoint of research activities, routine
nalysis and regulatory tasks.

Atomic spectrometric methods based on flame atomic
bsorption spectrometry (FAAS), electrothermal atomic absorp-
ion spectrometry (ETAAS), atomic fluorescence spectrometry
AFS) and plasma-based techniques, namely inductively cou-
led plasma optical emission spectrometry (ICP OES) and
nductively coupled plasma-mass spectrometry (ICP-MS) have
een extensively used to determine Sb in different kind of
amples. Notwithstanding an impressive number of analytical
dvantages of plasma-based techniques, their detection power
s sometimes inadequate to comply with the requirements posed
y the determination of very low levels of Sb in environmental
amples. This fact is more severe for ICP OES. In this con-
ext, on-line preconcentration methods using specific sorbents
nd biosorbents have been extensively used for Sb determi-
ation [20–25]. Difficulties may also result from high matrix
on concentrations and subsequent analytical interferences. In
hese cases, preconcentration and/or separation of Sb from the

atrix results mandatory. These methods also include solvent
xtraction [26] and selective adsorption [27].

The introduction of Sb as a gas into a spectroscopic source
as converted in a useful tool to minimize considerably the
xtent of problems associated to matrix interferences and has
onsiderably improved the sensitivity of measurements. In addi-
ion and when plasma-based techniques are used for detection,
aseous sample introduction promotes more efficient atomiza-
ion, excitation and ionization of the analyte. For this reason,
ydride generation combined with a diversity of atomic and
lasma-based techniques has become a method of choice for
he determination of Sb at trace and ultra-trace levels. In spite
f the known advantages, HG is affected by different kind of
nterferences in the liquid and gaseous phase. To alleviate or
olve this drawback, the physical and chemical generation con-
itions have to be carefully optimized or the use of complexing
r masking agents has to be considered.

With the aid of trapping systems (e.g., cold traps) in conjunc-
ion with hydride generation of Sb, as stibine, is separated from
he matrix and preconcentrated with a significant improvement

f the detection limit. In a comprehensive study, Andreae et
l. [28] determined Sb(III), Sb(V) and methylantimony species
amely, methylstibonic and dimethylstibinic acids in aque-
us solutions by HG-AAS. The gaseous forms of Sb were



alanta

c
m
t
t
c

v
b
q
s
w

r
m
r
m
c
o
i
s

p
m
i
n
s
e
t
p

b
w
T
m
i
f
t

3

e
e
o
b
i
r
m
s
d

h
o
o
t
b
o

t
d
t
p
S
a
w
d
s

c
s
a
c
v
G
o
L
i
a

c
a
a
b
o
i
p
t
t
p
f

a
o
a

4
a

s
t
>
a
b
s
a
p
p
s
l
a

P. Smichowski / T

ollected on a liquid nitrogen-cooled trap and separated chro-
atographically after heating the trap. Detection limits from 0.3

o 0.6 ng L−1 were achieved for 100 mL of sample in a batch sys-
em. This was the first report on the presence of methylantimony
ompounds in nature.

More recently, Kratzer and Dědina studied a simple and
ery sensitive method for Sb preconcentration and determination
ased on the in situ trapping of stibine in an externally heated
uartz tube atomizer [29]. Using a collection time of 300 s and a
ample volume of 20 mL a detection limit as low as 2.8 pg mL−1

as reached.
Atomic fluorescence spectroscopy coupled to HG has

eceived increasing attention because its suitability for Sb deter-
ination at trace levels due to its high sensitivity, wide dynamic

ange (4–6 orders of magnitude), simplicity and very low instru-
ental cost [30–32]. The limits of detection achieved for Sb are

omparable to those reported for ICP-MS. The main advantage
f fluorescence detection compared to adsorption measurements
s the greater sensitivity achievable because the fluorescence
ignal has a very low background.

Less common techniques, used along or combined with
reconcentration or hydride generation steps, for total Sb deter-
ination in different kind of matrices include: microwave

nduced plasma-atomic emission spectrometry (MIP-AES) [33],
eutron activation analysis (NAA) [34], X-ray fluorescence
pectrometry (XRF) [35], laser induced fluorescence [36] and
lectroanalytical techniques such as anodic stripping voltamme-
ry (ASV), cathodic stripping voltammetry (CSV), differential
ulse polarography (DPP) [37–39].

Important progress in atomic spectrometric techniques has
een achieved owing to improvements in instrumentation as
ell as to the use of new methodologies for sample preparation.
he widespread use of flow injection facilities, slurry sampling,
iniaturization and automation of procedures has played an

mportant role to increase sensitivity, selectivity, improve per-
ormance, facilitate contamination control and reduce analysis
ime.

.2. Determination of antimony species

It has been recognized that the determination of total Sb in
nvironmental samples is useful to have information on lev-
ls of contamination but does not give an accurate estimation
f its potential environmental impact. Speciation analysis has
ecome an indispensable tool for studying the biogeochem-
stry and potential toxic aspects of this metalloid as well as for
egulatory purposes. All these issues have led to the develop-
ent of hyphenated techniques that involves the coupling of a

elective separation with sensitive and precise elemental specific
etection.

Numerous analytical methods of separation and detection
ave been proposed to identify and measure individual species
f Sb. Traditional methods were based on the determination

f Sb(III) being Sb(V) calculated as the difference between
otal Sb and Sb(III). At present, these techniques are inadequate
ecause the expected levels of Sb(III) and Sb(V) in matrices
f environmental interest are far below those achieved using

s

c
t
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hese procedures. In addition, for most speciation studies, more
etailed chemical speciation data are required. Solvent extrac-
ion, precipitation and coprecipitation were more attractive in the
ast to analysts seeking to achieve speciation analysis [40–42].
elective hydride generation using different reaction media was
ttempted as a mean of determining Sb species [28,43–45]. Even
hen far less used, electroanalytical techniques based on the
ifferent electroactivities of Sb species, have been used with
peciation purposes [46,47].

Gas chromatography (GC) and high-performance liquid
hromatography (HPLC) are especially attractive techniques for
peciation analysis. Particularly HPLC displays great flexibility
nd can be used to separate nonvolatile and thermally labile
ompounds. GC coupled to mass spectrometry (GC–MS) pro-
ides useful molecular information about volatile Sb species.
C was coupled to ICP-MS to increase sensitivity in the study
f volatile Sb compounds and fermentation gases in landfill [48].
ow temperature GC coupled on-line with ICP-MS was used to

dentify volatile Sb compounds in gases and condensates from
domestic waste deposit [49].

Among the most promising combined approaches, the direct
oupling of HPLC to ICP OES or ICP-MS has been the hyphen-
ted techniques more used for speciation studies as they offer the
dvantage of a powerful fractionation technique characterized
y a high degree of selectivity together with the simultane-
us multielemental detection ability, relative freedom of matrix
nterference, element specificity and wide dynamic range of
lasma-based techniques [50–53]. Krachler et al. [54] discussed
he limitations and problems such as the preservation of species,
he extractability of Sb and the availability of Sb standard com-
ounds related to the speciation analysis of Sb and mainly
ocused on hyphenated instrumental techniques.

Several authors have reviewed different aspects of Sb speci-
tion in environmental matrices and for this reason; this survey
nly reports the more recent research carried out in the field of
tmospheric chemistry.

. Determination of antimony in airborne atmospheric
erosols

The information on Sb content in atmospheric aerosols is
carce and fragmentary. In a pioneer study, Rubens reported
hat levels of Sb in air were between <1 g m−3 (in Antarctica) to
50 ng m−3 (in Paris) [55]. Natural and anthropogenic sources
re responsible for Sb input into the environment. Coal com-
ustion has been recognized as one of the major anthropogenic
ources of many metals and metalloids into the atmosphere. The
mount and nature of elements released are related to the com-
osition of the coal burned and the technology employed in the
ower station. Antimony is enriched in coal and for this rea-
on the emission of this element to the environment is strongly
inked to the combustion of fossil fuels. Other important sources
re non-ferrous metals refining and incineration of waste and

ewage sludge.

Little is known about the chemical forms and physico-
hemical transformations of Sb in the atmosphere. It is believed
hat Sb is oxidized to Sb2O3 in the atmosphere by reaction with
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tmospheric oxidants. Many studies evidenced that Sb is highly
nriched in aerosols from urban and rural areas in comparison
ith background levels [56,57].

.1. Antimony determination in atmospheric aerosols:
eneral consideration

(i) Antimony in ambient air is transferred by wet or dry depo-
sition to soils and water where it can enter the food chain.

(ii) Extended occupational exposure to Sb and its compounds
causes irritation to the respiratory tract and may be respon-
sible of pneumoconiosis.

(iii) Dusts and ashes containing Sb or Sb compounds can
induce keratitis, dermatitis, conjunctivitis and gastritis.

(iv) Sb(III) oxide by inhalation has shown to cause lung cancer
in rats [58].

(v) Aerosol samples are normally collected on different kind
of filters. Filters are not free of trace metals and high back-
ground levels due to the filter material are expected. This
is an important issue to take into account especially for
elements such as Sb that are normally determined at trace
or ultra-trace levels in atmospheric aerosols.

(vi) Rapid, robust, reliable, efficient and, if possible, low cost
methods are necessary for sample treatment.

vii) Lack of appropriate Sb standards to identify individual
species that have been separated and measured in extracts
of APM.

.2. Sample preparation for elemental analysis

Sample treatment is a key step in the overall analytical process
nd decomposition is crucial to obtaining reliable results. In
eneral terms, the goal of sample treatment is the quantitative
elease of the element under study from the matrix, providing
t in an aqueous inorganic solution. In order to make the best
se of the power of the instrumental analytical techniques it is
ecessary that dissolved samples be free from contamination.
osses of the analyte by volatilization should also be avoided.

Two general approaches have been applied to airborne par-
iculate matter, dusts and ashes: leaching (partial dissolution)
nd total dissolution. In the first case, a selective dissolution of
lements is performed. For APM deposited on filters, the fil-
er is not dissolved and it is the method of choice in studies of
ractionation of metals and metalloids [59]. In total dissolution
rocedures, the complete sample and the filter (total or a por-
ion) are dissolved [60]. The complete digestion of APM sample
resents advantages that can be summarized as follows:

(i) A complete digestion of the filter will be more represen-
tative of the sample in comparison with a direct solid
sampling technique that only uses a small portion of the
filter (e.g., X-ray fluorescence).
(ii) Microwave digestion procedures avoid losses of more
volatile elements such as antimony.

iii) Less possibility of interferences is expected in diluted sam-
ples.
75 (2008) 2–14

Methods of wet sample digestion using microwave (MW)
vens have been very used during the last few decades because
hey are more efficient than conventional procedures. Optimal
onditions for closed systems decomposition such as sample
eight, nature and volume of reagents, temperature and reaction

ime will depend on the characteristics of the sample and on the
ecomposition device available. The main advantages of these
ethods are summarized as follows:

(i) Complete isolation of the operation from the laboratory
atmosphere.

(ii) Faster digestion process by using high pressures and tem-
peratures.

iii) Reduced quantity of acids.
iv) Commercial apparatus enhance operator safety.

Atmospheric aerosols are difficult to digest samples, which
ontain a variety of components including oxides, carbonates,
ilicates and organic compounds. Strong acid oxidizing mixtures
n combination with high pressure and temperature conditions
ave been used for sample digestion for subsequent elemental
etermination.

Many methods have been proposed for the dissolution of
PM due to the difficulties caused by the extremely low levels
f certain elements (e.g., Pd, Pt, Rh) and by the diversity and
omplexity of the matrices involved. The critical factor for the
ecomposition of inorganic and organic compounds present in
tmospheric aerosols is the choice of the acid or mixture of acids
o be used. It is necessary to use high quality acids with appro-
riate specifications. Laboratory water is an important reagent
nd it is necessary to ensure that the water employed is of the
esired quality.

In trace and ultratrace analysis of Sb in atmospheric aerosols
he size and fluctuation of the blank must be minimized and
pecial procedures must be employed for the purification and
torage of analytical reagents. In addition, a strict control of
he amount of reagents used and the contact time of samples
ith containers at high temperatures is necessary because these
arameters contribute to the size and variability of the blanks.

Different oxidizing acids with high degree of purity such as
NO3, HClO4, H2SO4 and non-oxidizing acids such as HCl and
F are used to digest atmospheric aerosols deposited on filters

nd fly ashes and their uses, pros and cons are briefly described
elow.

Nitric acid is an almost universal digestion reagent and it is
intended to destroy organic compounds breaking down the
complex hydrocarbons into H2O and CO2 and to oxidize
metals. In addition, nitric acid forms water-soluble salts with
most elements and consequently precipitation is not expected.
Most nitrates are less volatile than the corresponding chlo-
rides, preventing losses due to volatilization but nitric acid
can form insoluble oxides of Sb. When ICP-MS is used for

Sb quantification, nitric acid is recommended because H, N
and O are present in the plasma. Nitric acid can also be used
together with H2O2 and HCl to improve the performance of
the digestion.
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Hydrochloric acid is non-oxidizing and chlorides are in gen-
eral terms soluble, except for Ag, Hg, Pb and Tl. This acid
is widely used for the dissolution of inorganic matrices even
when hydrochloric acid can form volatile compounds with
several elements (e.g., As, Ge, Hg and Se) including Sb.
Hydrochloric and sulphuric acids are avoided when digested
aerosols are analyzed by ICP-MS because they introduce
additional possible interfering elements such as Cl and S. In
addition, sulphuric acid cannot be used with ICP-MS instru-
ments employing Ni cones.
Perchloric acid has the advantages of forming very soluble
perchlorates (except KClO), to attack organic matter and the
inability to form complexes with metals and metalloids. It
presents oxidizing properties when heated and special atten-
tion has to be paid when organic matter is present to avoid
explosions. For this reason, it is recommended to remove
the organic matter first, then cool the solution and then add
perchloric acid for the total digestion of the sample.
Sulphuric acid is less used than other acids because many
metal sulfates are insoluble. It can be used for the digestion
of airborne particulate matter when organic compounds are
expected. The main characteristic of this acid is the combina-
tion of acidic, oxidative and dehydrating properties.
When different acids are combined, powerful conditions
can be obtained that will help to breakdown the sample
matrix. Aqua regia is a 3:1 mixture (v/v) of concentrated
hydrochloric and nitric acids that has much more oxidizing
power and complexing properties than the acids alone due
to the formation of chlorine and nitrosyl chloride (NOCl).
Aqua regia was extensively used to digest airborne particu-
late matter containing different trace elements including Sb
[59,61]. It is a useful reagent to attack different minerals
present in airborne particulate matter (no silicates) and noble
metals.
Hydrofluoric acid is mandatory when silicates are present in
APM to break up the silica matrix and to dissolve mineral
constituents. Bettinelli et al. [62] reported that the addition
of HF substantially improved the recovery of Cr and did
not influence the recovery of As and Sb. Mixing HF with
an oxidizing acid can been used to combine in a mixture
acid, oxidant and complexation properties. Due to the cor-
rosive characteristics of this acid and to avoid damages, it has
to be handled with especial care and an evaporation step is
normally included after digestion. Even with this additional
step increasing pretreatment time and the risks of losses and
chemical contamination, it has the advantage to decrease pos-
sible spectral interferences from acidic ions. When ICP-MS is
used for Sb measurements, an excessive amount of HF may
cause damages to the torch and corrosion of the Ni cones,
causing signal drift. The addition of H3BO3 to the final solu-
tion is beneficial to neutralize the excess of HF. In spite of
the advantages of using this acid, it is important to remark
that solids in solution will be increased and spectral interfer-

ences by B species can be expected. Other alternative, when
possible because Sb is normally found at very low levels,
is the dilution of the samples after digestion to reduce acid
concentration.

o
t
t
q
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Hydrogen peroxide has been less used in aerosols digestion
even when it is a very efficient oxidizing agent. Hydrogen
peroxide has a strong oxidation power and is safer in compar-
ison with aggressive acids. Other remarkable advantages of
H2O2 are: (i) it is converted to water and oxygen during the
dissolution of organic matter, (ii) it is available at high purity,
(iii) no corrosion on the materials used for the attack takes
place, (iv) no insoluble salts are formed and (v) no change of
the sample matrix occurs. When Sb is determined in digested
solutions by ICP-MS, the presence of H2O2 does not intro-
duce extra spectral interferences to the mass spectrum since
H and O already exist in the solutions introduced into ICP. It
is recommended to avoid the use H2O2 in excess to prevent
explosion. Hydrogen peroxide is often a good alternative to
perchloric acid.

Wet digestion has been very used in the past and thanks to
he introduction of new developments it is still the most frequent

ethodology for sample decomposition for Sb determination in
PM and fly ashes. There is no universal sample preparation

ystem and it has to be carefully evaluated for each specific
ase.

In conclusion and as a final remark, all the acids mentioned
bove are corrosive and have to be handled with care, especially
hen hot and concentrated. Since APM contains silicates, HF
as been extensively used for sample digestion but it is a par-
icularly hazardous acid and should be handled with care. Also
pecial attention has to be paid when perchloric acid is used hot
nd organic matter is present in the aerosol samples. Besides it
ust never be taken to dryness directly.

.3. Other approaches

Even when far much less used, the slurry sampling method
as been employed for the analysis of different kinds of envi-
onmental samples by atomic spectrometric techniques in order
o simplify sample preparation procedures and to avoid some
nconveniences related to wet decomposition and dry ashing
rocedures. Introduction of slurry samples combines the advan-
ages of reducing sample preparation time, contamination and
ossible analyte losses due to volatilization and/or retention by
nsoluble residues. In addition, slurry sampling avoids the use of
azardous and concentrated acids such as HClO4 and HF. How-
ver, slurry sampling could involve some drawbacks such as loss
f precision and possibility of high background levels, among
thers. The combination of slurry sampling and electrothermal
aporization (ETV) has been used for the determination of Sb
n fly ashes [63].

. Analytical methods for antimony determination in
tmospheric aerosols

Expected concentrations of Sb in APM are at ng m−3 level

r lower. The inadequate detection power of many instrumental
echniques to reach such low levels puts severe constraints on
he determination of Sb in atmospheric aerosols. The approaches
uite often used are based on plasma-based techniques namely,
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nductively coupled plasma optical emission spectrometry and
nductively coupled plasma-mass spectrometry and neutron acti-
ation analysis.

.1. Antimony determination in airborne particulate matter

.1.1. Total antimony determination
In a comprehensive study on the chemical composition of

tmospheric aerosols, Rahn [64] compiled data on Sb and many
ther elements for more than 20 cities around the world and
howed that Sb exhibits one of the greatest ranges in enrich-
ent factors (EF) in APM. The enrichment factor is the ratio

etween the concentration of an element in APM respect to
arth’s crust. During the last two decades a substantial increase
f metal emission from traffic (gasoline, additives, vehicle and
ehicle parts wear) has occurred and it is known that vehicular
raffic is one of the main sources of Sb in highly populated urban
reas. Since Sb level in airborne particulate matter is low, ICP-
S has become the technique of choice for its determination in

his kind of matrices.
Many studies evidenced that Sb is a traffic related element

TRE) by the use of Sb2S3 in brake pads. The environmental
nterest in Sb in APM arises mainly from the potential toxicity
f compounds such as Sb2S3 and Sb2O3. A considerable Sb
oncentration has been found in brake pads and dust probably
artly present as Sb2O3 [65]. Antimony trisulfide (Sb2S3) is used
s a lubricant in friction material and Sb-containing additives are
mployed during vulcanization. A study related to brake wear
articulate matter emissions on new vehicles evidenced that on
verage, 35% of the brake pad mass loss was emitted as airborne
articulate matter [66].

Recently, Iijima et al. [67] studied the particle size and
omposition distribution of dusts from brake abrasion for the
valuation of Sb sources in APM. From the results obtained the
uthors concluded that automotive brake abrasion dusts, con-
aining Sb at percentage level, would be one of the predominant
ources of fine APM enriched in antimony.

The association of Sb with traffic, its occurrence in airborne
ust, deposition and accumulation in standardized grass cul-
ures was studied in Munich (Germany) [68]. Filters loaded with
irborne particles were digested in open PTEF vessels with a
ixture of HNO3, H2O2 and HF. The membrane filters were

issolved in HNO3 and heated to 130 ◦C for 1 h with a PTFE
polytetrafluoroethylene) cover on the vessel. Then, the other
eagents were added carefully and the solution heated for another
h. In a last step, the solution was slowly evaporated nearly to
ryness and the residue dissolved in HNO3. The analytical deter-
inations of Sb were accomplished by ICP-MS using the mass

21. For quality control purposes mass 123 was also monitored.
irborne Sb was predominantly found on particle <10 �m (PM-
0). Antimony levels varied from 1.26 to 13.6 ng m−3. In heavy
raffic impacted areas, mean Sb levels were 2.4 and 11.1 ng m−3.
he detection limit of Sb in airborne particles was 0.01 ng m−3.

he authors observed a preferential Sb enrichment in coarse
articles, which are not characteristic of exhaust emission. They
uggested that Sb impacts were partially due to abrasion of tyres
nd brake pads. To corroborate this, brake linings were analyzed

f
o
d
c

75 (2008) 2–14

y X-ray spectrometry indicating Sb concentrations from 1 to
%. Even when open systems in wet digestion procedures are
ery cheap, well documented in the literature and available in all
aboratories devoted to routine analysis or research, they present
ome drawbacks. It is important to remark that digestion meth-
ds using open PTEF vessels are limited by a low maximum
emperature that for many samples is not enough to obtain a com-
lete dissolution of the matrix, require the use of large amounts
f reagents and the danger of losses of elements present at trace
evels.

In a comprehensive study, Weckwerth [69] demonstrated
hat in ambient air of Cologne (Germany), Sb, Cu and Mo are
raffic-related elements emitted by abrasion of brake linings. To
eparate the fine-grained condensation components from coarse-
rained aerosols of mechanical origin; a two-stage impactor with
separation point at 2.5 �m was used to collect the APM. Parti-
les <2 �m; 2.5–10 �m and <10 �m were analyzed. Following
ampling, filters loaded with APM were enclosed in cylindrical
olyethylene cylinder and irradiated for 6 h in the central core of
reactor. All analyses were performed by instrumental neutron
ctivation analysis (INAA) and to obtain representative values,
–8 different samples were measured. Levels of Sb from ∼15 to
0 �g g−1 were reported. From all the elements that exhibited
nrichment in the APM, Sb remained the highest, indicating the
resence of at least one significant component of mechanical
rigin (particle size > 2.5 �m) with high Sb-content. Using the
orrelation Cu/Sb it was demonstrated that both elements had
he same origin.

Smichowski et al. [59] assessed the content of 13 elements,
ncluding Sb, in airborne particulate matter of Buenos Aires
Argentina). Samples were collected in ash-free-glass fibre fil-
ers using high volume samplers with PM-10 sampling heads.
he authors selected a combination of aqua regia and perchloric
cid for leaching metals from filters and Sb was quantified in the
xtracts by ICP-MS. Antimony concentrations (all in ng m−3)
anged from 0.9 to 15.3 with a mean concentration of 4.7 ng m−3.

limit of detection of 3.3 ng mL−1 (equivalent to 0.06 ng m−3

n air) was reported. To further support the view that brake lining
ontributes significantly to Sb content in PM-10 in a megalopolis
uch as Buenos Aires (Argentina) with an overall traffic density
f 1,5000,000 vehicles per day, the ratios of Cu and Mo with
espect to Sb were calculated [70]. The trend observed was sup-
ortive of the correlation between the three elements that are
rake lining components. The highest concentrations of Sb were
etected in streets showing a “stop-and-go” pattern during peak
ours.

In a comprehensive study on size-classified airborne par-
iculate matter collected in Tokyo (Japan) between 1995 and
004, concentrations, enrichment and predominant sources of
b and other elements were assessed [60]. Particles of APM
2 �m, 2–11 �m and >11 �m were collected. Filters loaded with
PM were subjected to MW-assisted digestion using a mixture
f HNO3, H2O2 and HF. Plasma-based techniques were used

or elemental analysis. ICP-MS was used to quantify Sb and
ther trace elements in the digests while ICP OES was used to
etermine major elements. To confirm that the analytical pro-
edures were correct, a standard reference material (SRM) of
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irborne particulate matter from NIST SRM 1648 (Urban partic-
late matter) was analyzed. The reference value (non-certified)
or Sb was 45 �g g−1 and the authors found a concentration
f 46.84 ± 0.6 �g Sb g−1. Concentrations reported for Sb (in
g g−1) were: 199 (APM < 2 �m), 188 (APM 2–11 �m) and
3.0 (APM > 11 �m). Surprisingly, high EFs were obtained for
b as follows: 20,9000 (APM < 2 �m), 4330 (APM 2–11 �m)
nd 634 (APM > 11 �m). The shape of single particles was
xamined by SEM-EDX (scanning electron microscopy) and the
tudy revealed that fine particles were rich in S and Sb, which
re two components of brake pads.

In other approach, ICP-MS combined with laser ablation
LA–ICP-MS) was used for direct sample introduction. Fif-
een elements in atmospheric particulate matter collected in
okyo (Japan) were determined [71]. Analysis of APM using

his micro-analytical technique has the advantage that no lengthy
issolution processing is required which has the risk to be
ncomplete and can also introduce contamination to the sam-
le. In addition, a dry sample is introduced to the plasma with
resulting lack of polyatomic interferent species produced by

he interaction of water and acids with the Ar plasma. The need
or well-characterized, homogeneous standards is a drawback
o face. In this case, analyte element calibration was easily
erformed using a standard filter sample prepared by drop-
ing an aqueous standard solution on the surface of the same
ype of membrane filter as those used for collecting atmo-
pheric particles. Antimony levels found in the atmosphere of
okyo depended on the sampling period and ranged from 5.7

o 16 ng m−3. A relative detection limit (calculated by dividing
he absolute detection limit by 1.44) of 6.94 × 10−3 ng m−3 was
chieved. In general terms, Sb results were in good agreement
ith those obtained by INAA. Considering the technique used,

he precision of the method was good as reflected by the RSD
eached (<10% for Sb).

In situ trapping procedures utilizing the graphite furnace as
he concentration and the atomization cell (HG-ETAAS) have
emonstrated to be useful to increase the detection power of
tomic spectrometric methods available for the hydride form-
ng elements. Recently, Moreda-Piñeiro et al. [72] reported a
imple and rapid method for the direct determination of As,
i, Sb and Sn by HG-ETAAS in filters loaded with APM

PM-10 and PM-2.5) without any pre-treatment of the samples.
28 × 3/64 Placket-Burman design was used as a multivari-

te method for evaluating the effect of the different variables
ffecting the hydride generation, trapping and atomization effi-
iencies. In the six samples analyzed Sb concentrations ranged
rom 0.54 ± 0.04 to 2.23 ± 0.2 ng m−3 for PM-10 and <0.150 to
.69 ± 0.05 ng m−3 for PM-2.5. An absolute detection limit of
0 ng Sb L−1 (equivalent to 0.045 ng m−3 in air) was reached.
he advantage of this method is that the time required for sam-
le pre-treatment is significantly reduced with respect to acid
igestion or slurry preparation methodologies.
.1.2. Speciation studies
Little is known about the distribution of Sb species in APM

nd only few studies have been conducted to this end. For the
fficient separation achieved by HPLC it resulted particularly

e
t
t
s
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uited in conjunction with plasma-based techniques for speci-
tion studies. A number of the studies identified Sb(III) and
b(V) using an anionic polymer-based column (PRP-X100).
side from this popular column, size-exclusion, cationic and

eversed-phase columns have also been used for Sb speciation
tudies in APM.

Furuta and his group have carried out a series of comprehen-
ive research studies on the determination and identification of
b species in APM [50,60,73–76]. Total and water-soluble Sb
ompounds were determined in a Japanese quality control APM
ample, a standard reference material (NIST 1648-urban particu-
ate matter) and an APM sample collected in Tokyo (Japan) [73].
ntimony speciation was performed using HPLC coupled to

CP-MS. To shorten the retention time of Sb(III) and peak tailing
n the chromatographic column, the authors found that a shorter
ilica-based anion-exchange column namely, Synchropak Q300
as more adequate than the extensively used PRP-X100 to

chieve the separation of Sb(III) and Sb(V) using 2 mmol L−1

hthalic acid as a mobile phase in a pH range between 4.3 and 5.0
ccording to their findings, the addition of 5 mmol L−1 EDTA

mproved the separation of the inorganic species. In spite of their
fforts, a broad peak for Sb(III) was still observed and no signif-
cant improvements in the separation of inorganic species of Sb
as obtained in comparison with previous reported studies [50].
he total reported concentrations of Sb in APM and in the aque-
us extract were 195 ± 13 and 37.9 ± 0.8 �g g−1, respectively.
low recovery of Sb (19.4%) was obtained in the water-soluble

raction. Detection limits were found to be 0.1 �g L−1 for Sb(V)
nd 0.3 1 �g L−1 for Sb(III). The application of the developed
ethod to the speciation analysis of Sb evidenced the presence

f organic Sb species in APM.
In an attempt to shed light to the identification of the unknown

b species detected, a new HPLC–ICP-MS procedure for the
peciation analysis of Sb in APM was devised by the same group
74]. Samples were subjected to MW-assisted acid digestion and
total concentration of 56.0 ± 4.1 �g g−1 of Sb was quantified
y ICP-MS in the solution. For extracting Sb species from the
lters loaded with APM, three solvents were tested. Each solvent
Milli-Q water, phosphate and EDTA) was selected according
o a different affinity for trace metals. Milli-Q water was used to
xtract water-soluble Sb compounds, phosphate to remove metal
raction which is adsorbed by ion exchange mechanism and
DTA to put in solution carbonate-bound and organically-bound

ractions of Sb. Anion-exchange and size-exclusion HPLC-ICP-
S were tested for speciation studies. The aqueous extract

f APM was first injected in the HPLC-ICP-MS system and
b(V) was detected as the predominant species. Three non-

dentified Sb species were detected. Further experiments using
ydride generation showed that these species were active Sb
pecies with different efficiency of generation. The aqueous
xtracts were injected in a size-exclusion chromatography–ICP-
S (SEC–ICP-MS) system that evidenced the presence of

MSb. Sb(V) was the predominant species (∼80%). The pres-

nce of TMSb and hydride active species in APM corroborates
he existence of organic species and indicates that special atten-
ion should be paid when using hydride generation for the
elective determination of Sb(III) and Sb(V) in this kind of
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amples. The authors proposed electrospray-mass spectrome-
ry (ES-MS) as a possible alternative to identify the unknown
pecies.

Another study carried out by the same group was based
n the complexation of Sb compounds with citric acid and
ts application to the speciation analysis of Sb(III) and Sb(V)
sing HPLC–ICP-MS [75]. The complexation of both Sb com-
ounds with citric acid was examined by ES-MS. They found
hat both species of Sb could form very stable complexes with
itric acid in aqueous extracts of APM. This allowed the sep-
ration of Sb(III) and Sb(V) on a PRP X-100 anion exchange
olumn with 10 mmol L−1 EDTA to 1.0 mmol L−1 phthalic acid
t pH 4.5 as mobile phase with the advantage that both com-
lexes were retained and no elution of any of them was observed
n the solvent front. The stabilizing effect of the complexing
gent allowed a significant improvement of the limits of detec-
ion. Detection limits for Sb(III) and Sb(V) were improved in
ne order of magnitude in comparison with those previously
eported [50,73]. The detection limits reached for Sb(III) and
b(V) were 0.005 �g L−1 and 0.07 �g L−1, respectively. The
uthor analyzed an APM sample containing 104 ± 3 �g g−1 of
b and both inorganic species of Sb were detected and the ratio
b(V) to Sb(III) was found to be ∼4.6:1.

In other study, the same group used ES time-of-flight mass
pectrometry (ES-TOF-MS) to investigate positive and nega-
ive ion electrospray mass spectra of commonly encountered
rganic Sb compounds namely, trimethlantimony dichloride
TMSbCl2) and trimethylantimony dihydroxide (TMSb(OH)2)
nd inorganic Sb compounds, potassium hexahydroxyantimo-
iate (Sb(V)) and potassium antimonyl tartrate (Sb(III)) [76].
amples were dissolved in a mixture of methanol-water (v/v,
0:50) and introduced into the ion source. Based on their
ndings, the authors proposed a mechanism for the solution
hemistry of TMSb(OH)2. With respect to TMSbCl2, they spec-
lated that in aqueous solution it might be hydrolyzed to form
CH3)Sb(OH)(Cl). According to Furuta and co-workers [73,74],
hey detected for the first time the presence of Sb(III), TMSb and
everal hydride active unknown Sb species in aqueous extracts
f APM collected in Tokyo (Japan).

An important point to remark is that the complexation of
norganic Sb species prevented the oxidation of Sb(III) to
b(V) during the ultrasonic-assisted and MW-assisted extrac-

ion of APM samples. Recently, Hansen and Pegartis further
nvestigated the formation of an Sb(V)-citrate complex by
PLC–ICP-MS and HPLC–ES-MS/MS due to their relevance

n food chemistry [77].

.2. Antimony determination in fly ashes

Fly ashes generated in combustion processes are important
arriers of hazardous substances into the environment such as
oxic metals. For this reason, the determination of toxic and
otentially toxic elements in this matrix is an issue of permanent

esearch.

Fly ash is a complex heterogeneous material; highly diverse
hat is present in a wide range of sizes. They are composed by
ne particles of aluminosilicate glass, quartz, mullite, hematite,

s
l
s
(
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errite and anhydrite or lime in different stages of transformation
epending on their origin [78]. The chemical composition of fly
shes varies depending on the type of carbon used but in general
erms are enriched in many elements including toxic elements.
s a chalcophilic element, Sb is enriched in coal to such an

xtent that up to 3000 �g Sb g−1 has been detected in the ash of
ome German coals. Valkovik [79] reported a worldwide average
oncentration of Sb in coals of 3 �g g−1, which is an evidence of
ts enrichment with respect to its abundance in the Earth’s crust.
ntimony vaporizes during combustion, resulting in the largest

ingle source of anthropogenic Sb to the global atmosphere [80].

.2.1. Total antimony determination in fly ashes
Most analytical techniques have an intrinsic requirement for

iquid sample introduction. In the case of fly ashes, sample diges-
ion is not an easy task. Methods based on fusion may increase
lank values due to contamination of the reagents normally used
nd/or to losses due to volatilization. Volatilization is also a
roblem to tackle when open systems are employed for fly ash
issolution and consequently the use of closed pressurized sys-
ems is recommended. Fast and efficient acid decomposition
rocedures have been reported using microwave ovens (MW)
81–83].

Lachas et al. [84] evaluated two digestion procedures namely,
et ashing digestion with open vessel and microwave extraction

o put in solution 17 elements present in coal fly ash reference
aterials. In spite of the problems related to the use of open

ystems above described the authors reported that open vessel
cid digestion was far superior to the efficient MW procedure.
n both cases, Sb was determined by ICP-MS with a limit of
uantification of 0.1 �g g−1 (dilution factor: 1000). Four ref-
rence materials were used for the validation of both sample
reparation procedures and ICP-MS determination.

The combination of slurry sampling and electrothermal
aporization (ETV) has been proposed for the analysis of
nvironmental samples. To avoid possible errors arising from
pectral and non-spectral interferences, residue accumulation
n furnace, possible analyte loss during transportation and
oor reproducibility problems, ultrasonic slurry sampling (USS)
TV-ICP-MS was proposed as a valid alternative. Several ele-
ents including Sb were determined in a power plant fly ash and

n the standard reference materials NIST 1633a and 1633b (coal
y ash) by USS-ETV-ICP-MS using Pd as chemical modifier
65]. Since Sb was no certified, results obtained by USS-ETV-
CP-MS were compared with those obtained by digesting the
amples and analyzing the solutions by pneumatic nebulization
ynamic reaction cell (DRC) ICP-MS. A good agreement was
ound between both techniques. A concentration of Sb in a power
lant fly ash of 4.7 ± 0.5 �g g−1 was reported and the detection
imit estimated from the standard addition method was about
.11 �g g−1.

Arsenic, Sb and Se were quantified in acid extract from
y ashes, coal and slag samples [85]. Firstly, samples were

ubjected to a MW-aqua regia extraction procedure and then ana-
ytes were converted into their respective hydrides. The volatile
pecies were “in situ” preconcentrated in a treated graphite tube
coated with Zr) and atomized. A collection time of 30 s and
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trapping temperature of 600 ◦C were used for Sb retention.
he combination of HG and trapping of the hydrides in the
raphite tubes allowed reaching a LOD in fly ash as low as
.35 �g Sb kg−1.

.2.2. Speciation studies
One area of particular interest in environmental chemistry is

he impact of fine particles containing toxic or potentially toxic
norganic compounds when released from power stations and
eposited downwind of the emission source. Hence, to investi-
ate the leachability of elements from coal fly ashes is an issue
f prime importance in the assessment of the environmental and
ealth risks of coal uses. In extraction studies, special attention
as to be paid in selecting the appropriate extraction conditions
o avoid changes in the original form of Sb in the fly ash by
eans of hydrolysis or complexed species formation, even when

o oxidation/reduction reaction takes place.
Only few studies regarding the identification and quantifica-

ion of Sb species from fly ash using chemical extraction are
vailable in the literature. The presence of chemical species of
s, Se and Sb in fly ash from six coal fuel thermal power sta-

ions from different countries was investigated by Narukawa et
l. [86]. Total Sb in the fly ash samples was measured by ICP-MS
ollowing MW-assisted digestion using HCl, HF and HNO3. The
etection limit for Sb under the measurement conditions adopted
as 0.01 �g g−1. In fly ash Sb concentrations ranged from 1.0

o 3.9 �g g−1. To determine the mode of occurrence of this met-
lloid a five-step chemical fractionation scheme was applied.
n the most bioavailable fraction, Sb concentrations varied from
.05 to 1.14 �g g−1 and it appeared that almost of Sb was present
n the residual fraction. Inorganic Sb species were determined
y HPLC–ICP-MS in aqueous extracts. Less than 3% of total
b was as Sb(V) while Sb(III) was the dominant species.

Seames et al. [87] assessed the solubility of inorganic com-
ounds from five different size-segregated coal fly ash samples.
ntimony concentration in coal varied from 0.3 to 2.3 �g g−1.
s expected, Sb leachability was highly influenced by pH, being
b partially soluble at pH 5 and exhibiting higher solubility at

ower pHs. In general terms, Sb resulted fairly soluble at pH
.0 and very soluble at pH 2.9. The authors reported that the
esults obtained were consistent with the following compounds:
b, Sb2O4 and Sb2O5, but inconsistent with the existence of
b2O3. The pH 5 leachability data constitutes useful informa-

ion to assess the potential of Sb contained in small particles to
igrate into the water supply after ground deposition downwind

f the power plant.
An investigation on the species of As, Se and Sb in samples

f fly ash obtained from six coal-fired power stations in various
ountries was undertaken [87]. Water-soluble Sb species in the
y ashes were extracted and determined by HPLC–ICP-MS.
he concentrations of Sb ranged from 1.0–3.9 �g g−1 and the
ominant chemical form of Sb was as extractable Sb(III), the
ost toxic species.

To obtain information on the distribution of Sb species in

oal fly ash Miravet et al. [88] evaluated extraction procedures
nd analytical techniques. Two extractant solutions were tested:
i) an aqueous solutions at a pH range from 1 to 12, and (ii)

s
c
e
a

75 (2008) 2–14 11

mol L−1 citrate at pH 5. Regarding the solubility of Sb species
n water, a poor leachability was observed at basic pHs while the
ighest yield was obtained at pH ≤ 2. In all cases the best effi-
iency of extraction (22–36% of soluble Sb) was reached when
chelating solution of citrate at pH 5 was tested. These values

uggested that most Sb was bound to the residual and no soluble
raction. For the speciation analysis, the extracts were analyzed
y HPLC–ICP-MS and HPLC-HG-AFS and the performance of
oth couplings was compared. The hydride generation technique
as selected to improve sensitivity and selectivity in Sb deter-
ination. However, it was severely hampered when high levels

f Ca, Fe and Pb were present in the leachates and the authors
ecommended using HPLC-ICP-MS for the determination of Sb
pecies. For validation purposes, the SRM 1633b (coal fly ash)
rom NIST was subject to the same analytical process that the
amples. The study evidenced that Sb(V) was the predominant
pecies in the leachates (1.63 �g g−1) although minor amounts
f Sb(III) (0.36 �g g−1) were detected.

Studies based on the use of chemical sequential schemes
eport a wide variability of results since different experimental
xtraction conditions are used. The amount of metal released
t each step of the leaching procedure depends both on the
ype of reagents selected and the sequence in which they are
sed. In this kind of studies it will be recommendable to har-
onize the different procedures proposed in order to facilitate

omparability of data as well as to optimize the operating con-
itions. In a spite of this, in all cases there is an agreement in
hat both inorganic Sb species were present in the fly ash but
ith different levels of concentration. This fact is also related

o the different characteristics and origin of coal of the fly ash
nalyzed.

.3. Antimony determination in volcanic ashes

Studies on volcanic ashes have been mainly focused to inves-
igate environmental, geological and geophysical aspects and
ransport effects. In spite of this, the emission of toxic ele-

ents during eruptions is important for studying the cycle of
race elements in the environment and for assessing the extent
f regional and global pollution. Only few papers report the
etermination of Sb in volcanic ashes. This matrix is a com-
lex physical mixture of crystals of different minerals, silicates,
ocks and non-silicate particles. Analysis of the chemical species
n the individual particles and the bulk samples performed by
EM and energy dispersive X-ray analysis (EDAX) revealed that

ndividual particles contained a variety of chemical compounds
hat only occasionally were particles of a pure chemical species
89]. From the analytical chemistry point of view volcanic ash is
challenging matrix for its complexity and diversity of elements
nd compounds present.

The state of the art as regards speciation is also traced back
o other categories based on, as example, physical separations.
n this connection, Gómez et al. [90] performed a fractionation

tudy on size-classified volcanic ashes for the determination of
hemical elements and compounds. Samples of deposited ashes
jected from Copahue volcano (Argentina) were collected 1 day
fter the first eruption and characterized using different ana-
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Table 1
Concentrations data of Sb and Sb species in APM, fly ash and volcanic ash from different cities

Matrix Location Analytical technique Antimony concentration Refs. Year

Size-classified APM Munich, Germany ICP-MS 1.26–13.6 ng m−3 [68] 1997
Size-classified APM Tokyo, Japan LA–ICP-MS 5.7–16 ng m−3 [71] 1998
Fly ash ICP-MS [84] 1999

APM Tokyo, Japan HPLC–ICP-MS Total Sb: 195 ± 13 �g g−1 [73] 2000
Sb(V): 255 ± 11 �g g−1

NIS-1a: 14.0 ± 3.0 �g L−1

NIS-2: 26.6 ± 1.6 �g L−1

NIS-3: 14.7 ± 1.6 �g L−1

NIS-4: 4.94 ± 0.08 �g L−1

APM and water soluble extracts Tokyo, Japan HPLC–ICP-MS Total Sb: 56.0 ± 4.1 �g g−1 [74] 2000
Aqueous extracts: Sb(V) (∼80%), TMSb, three hydride active
unknown Sb species ∼15–90 �g g−1

Size-classified APM Cologne, Germany INAA Total Sb: 104 ± 3 �g g−1 [69] 2001
APM and water soluble extracts Tokyo, Japan ICP-MS Sb(V), Sb(III) ratio: ∼4.6:1. [75] 2001

Size-classified volcanic ashes Neuquén, Argentina ICP-MS 0.39–1.07 �g g−1 [90,92] 2002, 2003
Mean concentration in each fraction: 1.03 ± 0.02 �g g−1;
0.56 ± 0.02 �g g−1; 0.44 ± 0.02 �g g−1 ± 0.590.02 �g g−1

PM-10 Buenos Aires, Argentina ICP-MS 0.9–15.3 �g m−3 [59,70] 2004, 2005
Mean: 4.7 �g m−3

Size-classified APM Tokyo, Japan ICP-MS APM < 2 �m 199 �g g−1; APM 2–11 �m: 188 �g g−1;
APM > 11 �m: 53.0 �g g−1

[60] 2005

Fly ash Taipei, Taiwan USS-ETV–ICP-MS Total Sb: 4.7 ± 0.5 �g g−1 [65] 2005

Fly ash Various countries HPLC–ICP-MS 1.0–3.9 �g g−1 [86] 2005
Sb(III) predominant species in aqueous extracts

Fly ash Barcelona, Spain HPLC–ICP-MS and HPLC–HG-AFS Sb(III): 0.36 �g g−1 [88] 2006
Sb(V): 1.63 �g g−1

Size-classified volcanic ashes Neuquén, Argentina HPLC–ICP-MS Sb(III): 0.07–0.36 �g g−1 [89] 2007
Sb(V): 0.88–1.63 �g g−1

PM-10 and PM-2.5 A Coruña, Spain Direct sampling HG-ETAAS PM-2.5: <0.150 to 0.69 ± 0.05 ng m−3 [72] 2007
PM-10: 0.54 ± 0.04 to 2.23 ± 0.2 ng m−3

a NIS: non-identified species.
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ytical techniques. Ash samples were collected, dried at room
emperature and sieved obtaining four fractions with the follow-
ng particle diameter: A < 36 �m, B = 35–45 �m, C = 45–150 �m
nd D = 150–300 �m. Major and minor elements (Al, Ca, Cl, Fe,
, Mg, Mn, Na, S, Si and Ti) were detected by energy disper-

ive X-ray analysis (EDAX). Trace elements (As, Cd, Cr, Cu,
g, Ni, Pb, Sb, U, V and Zn) content was quantified by ICP-
S. Nuclear activation analysis (NAA) was employed for the

etermination of Ce, Co, Cs, Eu, Hf, La, Lu, Rb, Sc, Sm, Ta and
b. For elemental determination by ICP-MS each fraction was
igested using a mixture of HNO3, HF and H2O2. Antimony was
he element that exhibited the highest EF in the four fractions.
urthermore, Sb was more enriched in the smallest size fraction

hat can be considered as a surrogate for inhalable particulate
atter. The enrichment factors reported for each fraction are: A,

.26; B, 2.51; C, 2.34 and D, 2.44. The highest emission factor of
b agrees with the well-known fact that volcanoes constitute the
ost important natural input of this element to the environment

91].
In other study, concentrations of Sb in volcanic ashes mea-

ured by ICP-MS varied between 0.39 and 1.07 �g g−1 [92].
he isotope 121Sb was affected by mass interferences that
ere easily corrected by means of appropriate mathematical

quations. A satisfactory correction was supported by results
btained in the CRM (GBW 07105-Rocks from the NRCCRM,
hina) analysis (certified value: 0.008 ± 0.05 �g g−1; found
alue 0.008 ± 0.01 �g g−1)

In an effort to get information on the speciation of Sb in
he size-classified four fractions, each fraction was subjected to
n extraction procedure by using 1 mol L−1 citrate buffer at pH
[89]. Antimony(III) and (V) in the extracts were separated

y HPLC and quantified on-line by ICP-MS (HPLC–ICP-MS).
ntimony species concentrations (�g g−1) in the four fractions
aried from 0.07 to 0.36 for Sb(III) and from 0.88 to 1.63 for
b(V). The study showed, for the first time, the occurrence of
oth inorganic Sb species in the extractable portion of volcanic
sh. Sb(III) was always the predominant species.

Table 1 summarizes concentrations data of Sb and Sb species
n APM, fly ash and volcanic ash from different cities reported
y the above-cited studies.

. Conclusions

The scenario depicted in the previous pages is probative of
he interest raised by Sb determination and speciation in atmo-
pheric aerosols in the last decade. In spite of this, all this
nformation clearly testifies that a gap exists with respect to other

uch more studied elements and that more systematic studies on
otal Sb determination and its speciation in atmospheric aerosols
re necessary.

Total antimony determination in atmospheric aerosols is
eadily achievable as a result of many atomic spectroscopic
nd well-consolidated plasma-based techniques available. For

ts intrinsic characteristics, ICP-MS is to date the more used
echnique. In addition, a significant reduction of spectral inter-
erences in these complex matrices can be achieved thanks to the

S detection. Microwave assisted digestion has consolidated

[

[

[
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s the best alternative for dissolution of solid samples avoiding
oss of Sb due volatilization. However, the selection of acid and
eagents requires special attention because Sb may be bound to
ilicates in APM and fly or volcanic ashes.

In speciation studies, the coupling of HPLC with ICP-MS
as consolidated but the lack of standards for species makes
ore difficult the identification of unknown species in the chro-
atograms as it was stated before. Other drawback to tackle

s the low extraction efficiency of Sb compounds in solid envi-
onmental matrices and this issue needs to be improved for a
eliable assessment of the occurrence of Sb species in airborne
articulate matter and fly ashes.

Considering fractionation studies, it will be recommend-
ble to harmonize the different chemical sequential procedures
eported in order to facilitate comparability of data as well as to
ptimize the operating conditions, and to introduce on-line pro-
edures aimed at reducing reagents consumption and the time
emand of the different steps. For validation purposes, there is
oth a need and a demand for more airborne particulate matter
eference materials and especially certified reference materials
hose extractable contents were certified.
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bstract

This paper describes the applicability of microchip gel electrophoresis using a programmed field strength gradients (MGE-PFSG) method
oupled with a polymerase chain reaction (PCR) for the ultra-fast diagnosis of canine T-cell lymphoma. The variable region in the T-cell receptor
(TCR�) gene from a T-cell lymphoma was used in PCR amplification. The contributions of the various parameters, including the effects of the
olecular weight, concentration of the sieving matrix and field strength in MGE, were examined. 0.5% poly (ethyleneoxide) (PEO, Mr 8 000 000)
as used as the sieving matrix for the ultra-rapid separation of the amplified-PCR products (90 and 130-bp DNA fragments) from the PFSG

t an effective length of 20 mm in a glass microchip. The PCR products (90 and 130-bp DNA) of the T-cell lymphoma were analyzed within
1.7 ± 0.1 s, 15.5 ± 0.2 s and only 7.0 ± 0.1 s using a low-constant field strength, high-constant field strength and the PFSG, respectively. When

1 clinical samples were analyzed using the MGE-PFSG method, there was a 100% correlation with those obtained using conventional slab gel
lectrophoresis. The ultra-fast detection and rapid separation capabilities of MGE-PFSG make it an efficient tool for diagnosing T-cell lymphoma
n clinical samples with high sensitivity.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Canine lymphoma is a common, spontaneously occurring
ematopoietic tumor in dogs [1], and is defined as a mon-
clonal lymphoproliferative disease. The clinical presentation
nd biological behavior of this disease in dogs closely resembles
heir human counterparts. Consequently, dogs with lymphoma
nd leukemia have been considered suitable models for human
ancer [2]. The availability of molecular genetic methods has
urther enhanced our ability to diagnose and classify lymphoid
alignancies [3]. The major application of molecular genetic
ethods to an evaluation of a lymphoid neoplasm involves

he determination of the B- and T-cell receptors. T-cell lym-

hocytes have a surface membrane protein complex, which is
nown as the T-cell receptor (TCR). TCR is structurally sim-
lar to the immunoglobulin receptor [3,4]. Recent advances

∗ Corresponding author. Tel.: +82 63 270 3421; fax: +82 63 270 3408.
E-mail address: shkang@chonbuk.ac.kr (S.H. Kang).
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; Diagnosis

n immunology require an improvement in the methodology
sed in various clinical and experimental systems. Therefore,
onsiderable effort has been devoted to the development of
ew methods for diagnosing and detecting lymphoma in blood
amples, including flow cytometry [5] and southern blotting
3,6]. However, these methods are expensive, laborious and
ime consuming when applied to the detection of lymphoma
n veterinary medicine [7]. Hence, a high speed and high
hroughput technique is needed for the rapid, sensitive and inex-
ensive assay and detection of canine lymphoma in the clinical
eld.

The polymerase chain reaction (PCR) is playing important
ole in modern biological research, and has greatly aided and
ained widespread use in the rapid and sensitive measurement of
NA information in molecular biology with direct applications

o a medical diagnosis [8]. In addition, PCR is the most popular

ethod for assaying and evaluating a lymphoma. PCR has dis-

inct advantages over southern blotting and flow cytometry. It is
nexpensive and requires only 1 day to produce results [3]. Many
ifferent molecular markers have been evaluated to increase the



5 Talan

s
r
a
s
P
v
l

t
c
g
i
i
t
l
l
l
w
T
f
a
t
c
d
e
p
s
i
m
fi
r
d
p
l

2

2

5
n
0
d
i
w
(
1
m
s
b
(
(
T
t
(
g

2

D
U
o
w
s
t
w
a
o

2

u
e
i
a
a
P
2
o
a
A
C
T
T
E
P
(
i
d
e

2

e
u
e
a
o
m

2

t
d
o
U

0 K.K. Suresh et al. /

ensitivity of these diagnostic tools. Among these, the clonal
earrangements of immunoglobulin (variable (V), diversity (D)
nd joining (J) segments) and TCR receptor (TCR� V and J
egments) genes have attracted considerable attention [9,10]. A
CR assay for identifying the TCR� gene has recently been
alidated in veterinary medicine for the diagnosis of canine
ymphoma.

Microchip gel electrophoresis (MGE) is a highly promising
echnique for rapid and sensitive analysis, and has potential in
linical diagnosis. This is despite the fact that traditional slab
el electrophoresis is a clearly established method for examin-
ng PCR-amplified DNA fragments [11–15]. MGE has attracted
ncreasing attention as an alternative system since its introduc-
ion at the beginning of this decade [16]. The clonality in the
ymphoid processes in humans has been examined using capil-
ary electrophoresis [17,18]. The molecular diagnostics of T-cell
ymphoma in dogs using PCR with capillary electrophoresis
as recently reported [19]. In addition, the PCR products from
-cell lymphoma were electrophoresed under the agarose gel
or slab gel electrophoresis. PEO for capillary electrophoresis
nd the PCR products were identified in 1 h by slab gel elec-
rophoresis and 4 min by capillary electrophoresis. However, the
urrent reviews on microchips stated that the MGE system has
istinct advantages over the traditional capillary and slab gel
lectrophoresis with respect to time, resolution and sensitivity,
articularly for PCR analysis in molecular biology [20]. At the
ame time, traditional systems cannot detect the PCR products
n a single run. This paper reports the development of a novel

icrochip-based capillary gel electrophoresis with programmed
eld strength gradients (MGE-PFSG) in order to obtain more
apid separation and improved reproducibility for the ultra-fast
iagnosis of canine T-cell lymphoma using the PCR-amplified
roducts of the V and J regions in the TCR� genes in a clonal
ymphocyte population of dogs.

. Experimental

.1. Chemical and reagents

The 10× PCR buffer (w/20 mM MgCl2), 2.5 mM dNTPs and
U Taq DNA polymerase were purchased from iNtRon Biotech-
ology (Daejeon, Korea). The 1× TBE buffer (0.089 M Tris,
.089 M borate and 0.002 M EDTA, pH 8.31) was prepared by
issolving a pre-mixed powder (Amerosco, Solon, OH, USA)
n deionized water. A dynamic coating matrix of the microchip
as made by dissolving 0.5% (w/v) of polyvinylpyrrolidone

PVP, Mr 1 000 000) (Polyscience, Warrington, England) in the
× TBE buffer together along with 0.5 �g/mL ethidium bro-
ide (EtBr, Sigma, St. Louis, MO, USA). The mixture was

haken for 2 min and left to stand for 2 h to remove all the air
ubbles. The sieving matrices were made by dissolving 0.5%
w/v) of poly (ethyleneoxide) (PEO, Mr 8 000 000) and 1.5%
PEO, Mr 600 000) (Sigma, St. Louis, MO, USA) in a 1×

BE buffer together with 0.5 �g/mL EtBr. The resulting mix-

ure was then stirring slowly overnight. A 50-bp DNA ladder
25 ng/�L) (Invitrogen, Carlsbad, CA, USA) was used in slab
el electrophoresis and MGE.

n
w
C
a

ta 75 (2008) 49–55

.2. Clinical sample preparation

The canine T-cell lymphoma samples were acquired from the
epartment of Veterinary Internal Medicine, Chonbuk National
niversity. A 6-year-old neutered male Chihuahua had a history
f an enlarged sub maxilla lymph node. The dog was diagnosed
ith a multicentric lymphoma (grade IV) according to the WHO

tandard, the physical examinations and cytology assessment of
he fine needle aspirations. In addition, 2 mL of peripheral blood
as obtained by venipuncture and collected into an ethylenedi-

minetetraacetic acid (EDTA) anticoagulant tube for a diagnosis
f T-cell lymphoma by PCR.

.3. PCR sample preparation

The genomic DNA was extracted from the peripheral blood
sing a GENE ALLTM total DNA extraction kit for blood (Gen-
ralbiosystem, Seoul, Korea), according to the manufacturer’s
nstructions. Sigmf1 (5′-TTC CCC CTC ATC ACC TGT GA-3′)
nd Sr�3 (5′-GGT TGT TGA TTG CAC TGA GG-3′) were used
s the positive control primers to amplify the C� gene. These
CR primers were designed using Primer Express software v
.0 (Applied Biosystems, Foster, CA, USA). The total volume
f the PCR reaction was 50 �L. The compositions of the PCR
re described elsewhere [18]. Briefly, the TCR�1 (5′-ACC CTG
GA ATT GTG CCA GG-3′), TCR�2 (5′-GTT ACT ATA AAC
TG GTA AC-3′) and TCR�3 (5′-TCT GGG A/GTG TAC/T
AC TGT GCT GTC TGG-3′) primers were used to amplify the
CR� gene. These PCR primers were designed using Primer
xpress software v 2.0 (Applied Biosystems, Foster, CA, USA).
CR was performed in a thermal cycler, MJ Research PTC-200
Waltham, MA, USA) using the following temperature protocol:
nitial denaturation at 95 ◦C for 15 min followed by 35 cycles of
enaturation at 94 ◦C for 8 s, annealing at 60 ◦C for 10 s, and
xtension at 72 ◦C for 15 s.

.4. Slab gel electrophoresis

The amplified DNA fragments were identified by slab gel
lectrophoresis in 2% agarose gel (Sigma, St. Louis, MO, USA)
sing a 1× TAE buffer. The gel loading, conditions and slab gel
lectropherograms are reported elsewhere [19]. The presence of
90-bp DNA band was recorded as a positive result. The sizes
f the DNA product were determined relative to those of the size
arker, i.e. the 50-bp DNA ladder.

.5. Microchip-based capillary gel electrophoresis

MCGE was performed on a DBCE-100 Microchip CE sys-
em (Digital Bio Technology Co., Korea) equipped with a
iode-pumped solid-state laser (excitation at 532 nm and flu-
rescence at 605 nm; Power Technology Inc., Little Rock, AZ,
SA) and a high-voltage device (DBHV-100, Digital Bio Tech-

ology Co., Korea). The microchip and schott borofloat glass
ere purchased from Micralyne (MCBF4-TT100, Micralyne,
anada). The injection design was a double-T channel with
100-�m offset. The design of the chip channels and filling
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f the buffer, coating matrix and sieving matrix are described
lsewhere [14,15].

. Result and discussion

.1. Identification of the amplified-PCR products by slab
el electrophoresis

The sizes of the amplified-PCR products of the variable
egion in the TCR� genes of the T-cell lymphoma were identified
n the clonal lymphocyte population using slab gel electrophore-
is. The amplified-PCR DNA fragments of the TCR� gene were
lectrophoresed with 2.0% agarose gel, and stained with EtBr.
hree different primers were used to amplify the TCR� gene,
CR�1, TCR�2 and TCR�3. The electropherograms of slab gel
lectrophoresis are reported elsewhere [19]. According to the
eported data, the amplified-PCR products was identified and
onfirmed to be 130-bp for the positive DNA control of C�,
0-bp for the amplified product of TCR�, the PCR product of
ormal cattle blood and the water control for the primers of the
� and TCR� genes.

.2. Optimum MGE conditions for the amplified-PCR
roducts of TCRγ gene

The development of MGE with programmed field strength
radients for DNA separation allows an evaluation of the size of
he PCR product, which is an indication of PCR amplification
n a simple manner. This study examined the effectiveness of

CGE for the rapid analysis of the amplified-PCR products of
T-cell lymphoma between 50 and 150 bp in size. The standard
0-bp DNA ladder, varying in size from 50 to 2652-bp, was used
s a model to optimize the separation of the DNA fragments.
he important operating parameters such as the effect of the
ieving gel matrix concentration and the effect of the electric
eld strength were investigated.

.2.1. Effect of PEO molecular weights and concentration
A wide survey of the literature reveals that PEO, PVP,
oly(dimethylacrylamide), poly (N-hydroxyethylacerylamide),
ydroxypropylcellulose and some other polymers are dynamic
olymers for the electrophoretic separation of DNA. Consid-
rable effort has also been made on selecting the appropriate

t
i
w
t

able 1
igration time and resolution (Rs) of the 50, 100 and 150-bp DNA fragments at vari

EO (%) Migration time (s)b (Rs)a,b

50-bp 100-bp

.1 18.2 ± 0.1 18.7 ± 0.1 –

.3 32.5 ± 0.1 33.3 ± 0.1 1.0 ± 0.1

.5 38.3 ± 0.1 40.0 ± 0.1 4.2 ± 0.1

.7 52.4 ± 0.1 60.2 ± 0.1 6.0 ± 0.1

.9 95.2 ± 0.1 110.3 ± 0.1 7.9 ± 0.1

.1 120.4 ± 0.2 135.3 ± 0.2 9.1 ± 0.2

a Rs =�t/Wave (�t is the difference in the migration time of two adjacent peaks and
b Mean ± standard deviation (n = 5).
ta 75 (2008) 49–55 51

ynamic sieving matrix for DNA separation. In this study,
EO was selected as a sieving matrix, and the effects of the
olecular weight and concentration of PEO on DNA separation
ere examined. Initially, the effect of the molecular weights of

he sieving gel PEO (Mr 600 000 and 8 000 000) for the best
eparation of the 50-bp DNA ladder fragments in the MCGE
ystem was examined by applying an electric field strength
f 117.6 V/cm. This is because the molecular weights of PEO
lay an important role in separating the DNA fragments [21].
n addition, the applicable concentration of each PEO gel was
xamined by comparing the electropherograms of each PEO
el (data was not shown). The applicable concentrations of
hese PEO gels are as follows: 1.5% for PEO (Mr 600 000)
nd 0.5% for PEO (Mr 8 000 000). Among them, the PEO (Mr
000 000) sieving matrix was found to be more suitable for the
ffective separation of DNA fragments in a 50-bp DNA lad-
er with respect to the migration time, resolution and shorter
verall analysis time. The overall analysis was complete within
0 s because the 50-bp fragment migrated at 38.28 s using PEO
ith Mr = 8 000 000. Moreover, the 50-bp fragment migrated at
0.18 s and all the DNA base pairs migrated within 150.6 s. This
eans that 0.5% PEO with Mr = 8 000 000 is better than 1.5%
EO with Mr = 600 000. Therefore, PEO with Mr = 8 000 000
as used for further experiments.
Selection of the sieving matrix concentration is the most

mportant factor in separating DNA fragments by MGE. Elec-
rophoresis theory suggests that the DNA molecule travels along
ts axis through the sieving medium with large interfiber spac-
ng in the channel under the influence of an electric field [22].
herefore, the effect of the sieving matrix (Mr 8 000 000) on

he migration characteristics of the DNA fragments was inves-
igated. The separation of a known 50-bp DNA ladder was
erformed using various PEO concentrations ranging from 0.1
o 1.1%. The migration time and resolution of the selected DNA
ragments (50/100 and 100/150-bp, in the 50-bp DNA ladder by
pplying electric field at 117.6 V/cm) (Table 1) were examined
ecause the amplified-PCR fragments of a T-cell lymphoma are
0 and 130-bp. The above table shows that 0.5% PEO is more
uitable for separating the DNA fragments in the MGE sys-

em in terms of the migration time of the DNA base pairs. This
s because the viscosity of the liner sieving matrices increases
ith increasing concentration [23], which would make separa-

ion more difficult and increase the time needed to fill or clean

ous PEO (Mr 8 000 000) gel concentrations under LCFS

Migration time (s)b (Rs)a,b

100-bp 150-bp

18.7 ± 0.1 19.0 ± 0.01 –
33.3 ± 0.1 35.0 ± 0.1 1.2 ± 0.1
40.0 ± 0.1 42.1 ± 0.1 4.8 ± 0.1
60.2 ± 0.1 75.5 ± 0.1 6.9 ± 0.1

110.2 ± 0.1 121.3 ± 0.1 8.7 ± 0.1
135.3 ± 0.2 150.6 ± 0.2 10.2 ± 0.2

Wave is the average peak width of the baseline).
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Fig. 1. (A) Migration time and (B) resolution of the 50–150-bp DNA fragments
as a function of the applied electric field. MGE voltage conditions; applied
separation voltage, from 29.4 to 499.8 V/cm; sample, 50-bp DNA ladder frag-
ment (50-, 100- and 150-bp); the running buffer, 1× TBE buffer (pH 8.31) with
0
P

this PFSG, the migration time of the 50-bp DNA was reduced
to 6 s by applying an electric field of 470.4 V/cm. After the
migration of the 50-bp DNA, the electric field was decreased to
205.8 V/cm for 2 s to obtain the appropriate resolution between

Table 2
Comparison of the PFSG method over the MGE for the ultra-fast separation of
the 100 and 150-bp DNA fragments in a 50-bp DNA ladder

Applied MGE methods Migration time (s) Rs
a

100-bp 150-bp

LCFS 40.0 ± 0.1 42.1 ± 0.1 4.8 ± 0.1
HCFS 15.1 ± 0.2 16.0 ± 0.2 2.8 ± 0.2
PFSG 6.6 ± 0.1 7.5 ± 0.1 2.7 ± 0.1

Applied separation voltage: 117.6 V/cm for LCFS, 294.0 V/cm for HCFS;
applied PFSG: 470.4 V/cm for 6 s, 205.8 V/cm for 2 s, 470.6 V/cm for 20 s; run
buffer: 1× TBE buffer (pH 8.31) with 0.5 ppm of EtBr; coating matrix: 0.5%
2 K.K. Suresh et al. /

he sieving matrix with a higher concentration in the microchip
hannel. It was found that 0.5% PEO provides a shorter anal-
sis time with the best resolution (4.2 ± 0.1 for 50/100-bp and
.8 ± 0.1 for 100/150-bp, n = 5) with an adequate viscosity than
he other PEO concentrations.

.2.2. Effect of electric field on the ultra-fast DNA
eparation

Initially, a low-constant field strength (LCFS), 117.6 V/cm,
as used to separate all the DNA base pairs in the 50-bp DNA

adder. At this strength, all the DNA base pairs were separated
ithin 90 s (data was not shown). Furthermore, the applica-

ion of a high-electric field strength in capillary electrophoresis
eads to a shorter analysis time and a decrease in the above
00-bp separation efficiency [24]. This rapid decrease in the
otal migration time at high-electric field strength might be due
o the increase in the electrophoretic velocity (VEP) of DNA
olecules: under the influence of an electric field (E), nega-

ively charged DNA molecules will migrate through a buffer
ith an electrophoretic velocity (VEP), which can be expressed

s the product of the electric field and electrophoretic mobil-
ty (μEP) at a given field strength (VEP =μEP × E) [25]. Since

is the voltage/length, changing the voltage is an easy way
f controlling the velocity of DNA molecules because it pro-
uces a variation in electric field [14]. However, a high-electric
eld strength can also have deleterious effects on the DNA frag-
ents and PCR products due to microchip heating and other

ffects. Moreover, a high-electric field strength can increase
n the microchip temperature due to Joule heating caused by
hm’s law [26], which contributes significantly to zone spread-

ng of the DNA peaks in the electropherograms. Therefore, it is
mportant to determine the optimum electric field strength for
he rapid diagnosis of T-cell lymphoma in dogs. The migration
ime and resolution of the 50, 100, 150-bp DNA were examined
t various electric fields ranging from 29.40 to 499.80 V/cm
t a 20 mm effective length in the microchip. Fig. 1 shows
he migration time and resolution of the selected 50/100 and
00/150-bp as a function of the electric field strength. The
esults show that the migration time and resolution of the
NA fragments was inversely proportional to the applied field

trength. It was found that all the DNA fragments were separated
ithin 90 s at the low-constant electric field strength (LCFS) of
17.6 V/cm. The electric field strength was increased gradually
p to 499.8 V/cm, and the separation efficiency and resolution
f the selected base pairs was examined. A high-constant elec-
ric field strength (HCFS) of 294.0 V/cm was selected as the
ptimum high-constant field strength with respect to the migra-
ion time and resolution of the selected DNA fragments (50,
00 and 150-bp; Fig. 2). However, although increasing the elec-
ric field to 294.0 V/cm reduced the migration time of the DNA
ase pairs, the DNA base pairs migrated more rapidly with
dequate resolution by applying a non-uniform electric field
trength.
Table 2 shows the advantages of the MGE-PFSG method
ver the LCFS and HCFS with respect to the migration time and
esolution of the selected DNA base pairs. The velocity of the
NA molecule is increased by increasing the electric field. In

P
2

t
p

.5 ppm EtBr; coating matrix, 0.5% PVP (Mr 1 000 000); sieving matrix, 0.5%
EO (Mr 8 000 000).
VP (Mr 1 000 000); sieving matrix: 0.5% PEO (Mr 8 000 000) at effective length
0 mm.
a Rs (resolution between 100 and 150-bp DNA fragments) =�t/Wave (�t is

he difference of migration time of two adjacent peaks and Wave is the average
eak width of baseline).
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Fig. 2. MGE separation of the amplified-PCR products of T-cell lymphoma. (i)
50-bp DNA ladder; (ii) mixture of TCR� and C�; (iii) positive control C� (130-
bp); (iv) TCR� (90-bp); and (v) negative control. ME condition: running buffer
1× TBE buffer (pH 8.31) with 0.5 ppm EtBr; coating matrix, 0.5% PVP (Mr

1 000 000); sieving matrix, 0.5% PEO (Mr 8 000 000); electrokinetic injection
56.50 V/cm for 60 s, applied separation voltage, 294.0 V/cm; effective length,
20 mm; RFU, relative fluorescence unit. The dotted lines represent the applied
e

t
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Fig. 3. Electropherograms of the amplified-PCR products of a T-cell lymphoma
in dogs along with the 50-bp DNA ladder by MGE-PFSG. (i) 50-bp DNA ladder;
(ii) mixture of TCR� and C�; (iii) positive control C� (130-bp); (iv) TCR� (90-
bp); and (v) negative control. MGE-PFSG condition: running buffer 1× TBE
buffer (pH 8.31) with 0.5 ppm EtBr; coating matrix, 0.5% PVP (Mr 1 000 000);
sieving matrix, 0.5% PEO (Mr 8 000 000); electrokinetic injection 56.50 V/cm
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The resolution of the 90/130-bp products and the migration times

T
C
8

M

H
P

lectric field.

he 50/100 and 100/150-bp DNA. After the migration of the
50-bp DNA, the electric field was increased to 470.4 V/cm
or 20 s to allow the rapid migration of the DNA fragments
bove 150-bp (Fig. 3). In this interval all the DNA fragments
ad migrated within 13.90 s with poor resolution. However, the
esolution of the above 150-bp fragments is not important to
his study because the PCR products of the T-cell lymphoma are
150-bp. Fig. 2 (HCFS) and Fig. 3 (PFSG) show the electro-
herograms of T-cell lymphoma PCR products obtained under
ifferent electric fields. The resolution did not change signif-
cantly by applying non-uniform electric filed strengths in the

icrochip. It should be noted that the MGE-PFSG system elec-
rophoresed the PCR products within 7.0 ± 0.1 s by applying
on-uniform electric field strength. The reproducibility of the
resent method was examined and the results are shown in

able 2. The table confirms the accuracy of PFSG for the
ltra-fast detection of selected DNA fragments with a migra-
ion time for the 100 and 150-bp of 6.6 ± 0.1 and 7.5 ± 0.1 s,

o
w
a

able 3
omparison of the migration time, peak area and resolution of mixtures of TCR� (9
000 000), high-electric field strength and programmed field strength gradients at an

GE methods Migration time (s)a

TCR� (90-bp) C� (130-bp)

CFS 14.8 ± 0.1 15.5 ± 0.2
FSG 6.4 ± 0.1 7.0 ± 0.1

a Mean ± standard deviation (n = 5).
b Rs =�t/Wave (�t is the difference in the migration time between two adjacent pea
or 60 s, applied PFSG, 470.4 V/cm for 6 s, 205.8 V/cm for 2 s and 470.4 for
0 s; effective length, 20 mm; RFU, relative fluorescence unit. The dotted lines
epresent the applied electric field.

espectively, and a resolution of 2.5 ± 0.1 and 2.7 ± 0.1,
espectively.

.3. Application of clinical samples

In addition, clinical samples from three dogs with a suspected
ymphoma and normal seven dogs were measured to compare

GE with slab gel electrophoresis (Table 4). Three different
eld strengths, LCFS, HCFS and PFSG, were applied. Among

hem, the PFSG method was found to more rapidly detect the
arget DNA base pairs than the other methods with adequate
esolution. This highlights the precision and accuracy of the
resent method. The present method was applied to the rapid
iagnosis of the amplified-PCR products of T-cell lymphoma in
ogs. Good reproducibility and accuracy of the amplified-PCR
roducts of T-cell lymphoma was obtained with a migration time
f 39.1 ± 0.1 and 41.3 ± 0.2 s for TCR� (90-bp) and the positive
ontrol C� (130-bp) by LCFS, respectively (data not shown).
f TCR� (90-bp) and positive control C� (130-bp) by HCFS
ere 2.6 ± 0.1, 14.8 ± 0.1 and 15.5 ± 0.2 s, respectively (Fig. 2

nd Table 3).

0-bp) and C� (130-bp) fragments at a sieving gel containing 0.5% PEO (Mr

effective length 20 mm

Rs
b Peak areaa

TCR� (90-bp) C� (130-bp)

2.6 ± 0.1 43.5 ± 0.1 30.7 ± 0.2
2.6 ± 0.1 41.2 ± 0.2 28.2 ± 0.2

ks and Wave is the average peak width of the baseline).
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Table 4
Comparison of the MGE technique with the conventional slab gel electrophoresis
for the detection of the amplified-PCR products of T-cell lymphoma in clinical
samples

Case number Kinds of canine blood MGE Slab gel
electrophoresis

1 T-cell lymphomaa + +
2 Normalb − −
3 T-cell lymphomaa + +
4 Normalb − −
5 Normalb − −
6 T-cell lymphomaa + +
7 Normalb − −
8 Normalb − −
9 T-cell lymphomaa + +

10 Normalb − −
11 Normalb − −

a Positive for T-cell lymphoma.
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179.
[16] C.S. Effenhauser, G.J. Bruin, A. Paulus, Electrophoresis 18 (1997)
b Negative for T-cell lymphoma.

MGE-PFSG was used to analyze the amplicons from the
linical samples. The performance of the MGE-PFSG was com-
ared with that of slab gel electrophoresis. Eleven samples were
mplified and analyzed using the MGE method. All real clinical
amples had previously been analyzed in PCR/slab gel elec-
rophoresis. The results of the two methods were compared
ith those from slab gel electrophoresis, and there was a 100%

orrelation between the negative and positive control of the
linical samples (Table 4). Among them, four samples tested
ositive to the TCR� gene (90-bp) and seven samples tested
egative. In HCFS, 16, 14.81 and 15.46 s was required to obtain
hese results for the 90/130-bp PCR products, TCR� (90-bp)
nd for C� (130-bp), respectively. At the same time, MGE-
FSG analyzed the 90/130-bp products, TCR� (90-bp) and
ositive control C� (130-bp) in 8, 6.48 and 7.03 s, respectively
Fig. 3). Although a high-electric field was used non-uniformly,
here was no major difference in the resolution of the target
ase pairs compared with the HCFS and PFSG. However, the
igration time of the target base pairs was reduced greatly

y applying a non-uniform electric field strength. It should
e noted that all the amplified-PCR products were quite vis-
ble with a high sensitivity, and the procedure was much
aster than conventional slab gel electrophoresis. Furthermore,
nly several hundred nL (×10−9 L) of the introduced-sample
as required for microchip analysis. In the case of slab
el electrophoresis, a sample volume of 10–12 �L and 1 h
as needed for amplified-PCR analysis. These results clearly

how the superiority of the MGE-PFSG method over slab gel
lectrophoresis.

This method has considerable advantages over slab gel elec-
rophoresis such as an accurate evaluation of the DNA size, high
fficiency, easy operation as well as low-sample consumption.
verall, MGE-PFSG is useful for analyzing the PCR products
150-bp. In clinical applications, this method will be a power-

ul tool in clinical diagnoses e.g. analysis of the amplified-PCR
roducts of the T-cell lymphoma (90-bp DNA fragment) within
s.

[

ta 75 (2008) 49–55

. Conclusions

The MGE-PFSG system can separate the DNA amplification
roducts in an automated fashion with an adequate resolution
n molecular biology, particularly to the analysis of amplified-
CR products. The capability of MGE-PFSG for the ultra-fast
iagnosis of canine lymphoma in dogs was highlighted using the
mplified-PCR products. In this method, the TCR� gene (90-bp
NA) and positive control C� (130-bp DNA) were used to diag-
ose T-cell lymphoma in dogs. To the best of our knowledge,
his is the first report of a diagnosis of canine lymphoma in dogs
sing a MCGE technique. This method provided good accu-
acy and reproducibility for the analysis of the DNA fragments
nd PCR products. Furthermore, the potential of MGE for the
nalysis of amplified-PCR products was also demonstrated. As
result, with a PFSG, MGE showed improved speed, simplic-

ty and resolution as well as improved throughput. This method
s simple, less time consuming and inexpensive compared with
onventional slab gel electrophoresis, and will greatly reduce
he level of sample and chemical consumption. Overall, accu-
ate DNA sizing with MGE-PFSG makes it suitable for making
rapid diagnosis of canine lymphoma in dogs and is expected

o have other clinical applications.
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bstract

A highly sensitive method for extractive spectrophotometric determination of titanium in silicate rocks is described. Titanium in the range 0–10 �g
s TiO2 is extracted into benzene or toluene by the formation of a ternary complex of the metal with thiocyanate (SCN−) and cetyltrimethylammonium
romide (CTA) in the ratio 1:2:2. A deep yellowish-orange ternary complex thus formed is suitable for the determination of titanium at wavelength
21 nm. The optimum colour intensity of this ternary complex was attained when the complex was extracted from an aqueous solution having
oncentrations of thiocyanate and HCl, in the range, 1.5–2.5 and 1–5 mol L−1, respectively. The molar absorptivity and Sandell’s sensitivity of the
xtracted species were found to be 1.1–1.0 × 105 L mol−1 cm−1 and 0.47 ng cm−2 (referred to titanium), respectively, at λmax of 421 nm. Except

3+ 5+ 5+ −1
e , Nb and V , no interference was encountered in the estimation of titanium. While up to 10 mg L Nb and V did not interfere in the
etermination of titanium, the interference of Fe3+ was eliminated by reducing it to Fe2+ using SnCl2 solution. The method is highly sensitive and
elective. The results obtained for titanium estimation in a host of silicate rock samples have been found to be highly reproducible, accurate and
avourably comparable with certified values of reference materials and those obtained from standard methods.

2007 Elsevier B.V. All rights reserved.
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. Introduction

There are many spectrophotometric methods [1–4] for the
stimation of titanium in silicate rocks. Mention may be
ade of a few such methods using well-known reagents

ike H2O2 [5], tiron [6], chromotropic acid [7], gallic
cid [8], di-antipyrilmethane [9], chloro-salicylic acid [10],
,3-dihydroxynaphthalene [11,12], etc. The sensitivity of
ost of these methods is not sufficient (ε in the range

.5–3.2 × 104 L mol−1 cm−1) for trace determination of tita-
ium in silicate rocks of diverse matrices.

Besides, there are a few highly sensitive methods such as
hose using bromo-pyrogallol red [13] and phenylflourones [14]
nd its derivatives. Although the cited methods are sensitive,

hese are not practically suitable for applications to silicate rock
amples of diverse matrices owing to their poor selectivity. The
ame atomic absorption spectrophotometry is insensitive for

∗ Corresponding author. Tel.: +91 657 2297689; fax: +91 657 2297689.
E-mail address: ptarafder@sify.com (P.K. Tarafder).
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itanium determination [15]. Though the determination of tita-
ium in silicate rocks by ICP-AES is quite satisfactory, but
pectral interferences can cause problem and cost the analyst
good deal of time in their elimination [16].

Therefore, the spectrophotometry is the mainstay for titanium
etermination, and accordingly, it was incumbent on us to devise
suitable spectrophotometric method for application to such

amples where titanium is present in traces.
Unlike iron (Fe3+), thiocyanate does not form colour com-

lexes with titanium in aqueous solution. However, under
uitable experimental conditions, i.e., at high concentration of
hiocyanate (5.85 mol L−1 NaSCN) and requisite amount of
cidity, the yellowish-orange binary complex of titanium with
hiocyanate can be extracted into acetone–water mixture or in

IBK without any counter cation [1]. The poor selectivity and
ncomplete extraction of the complex in these solvents discour-
ged us to use such method, although sensitivity was found

easonably high (έ = 7.8 × 104 L mol−1 cm−1).

Ternary complex formation often facilitates extraction of
etals with concomitant increase in the colour intensity of the

xtracted species. Sometimes, it also enhances the stability of
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he complex formed to a great extent [17,18]. Keeping this in
ind, many workers in the past extracted titanium as its ternary

r mixed ligand complexes with thiocyanate and a host of other
etero-ligands.

Besides, some other hetero-ligands like monooctyl-�-ani-
inobenzyl-phosphonate [19], 1-phenyl-2-methyl-3-hydroxy-4-
yridone [20], N-hydroxy-N-N′-diphenyl benzamidine [21] are
lso reported to form mixed ligand complexes of titanium with
hiocyanate having very poor sensitivities, i.e., the molar absorp-
ivities (έ ) ranging from 1.1 × 104 to 2.65 × 104 L mol−1 cm−1

In most of the above-mentioned ternary systems, the hetero-
igands are attached to the metal either as solvated species or as
n adductant.

Though the above-mentioned methods were separately
pplied to steel and aluminium alloys, fused silica, platinum
hloride and sea waters by different workers, most of these could
ot be satisfactorily applied to complex matrices of silicate rocks
wing to poor selectivity, lack of reproducibility and difficulty
n extraction.

While carrying out investigations on the micelle mediated
xtraction of metals for last few years in our laboratory, we found
hat the binary thiocyanate complexes of iron(III) and titanium,
hich are extremely insensitive in aqueous solution, could be
romptly extracted into suitable organic solvent in the presence
f CTA. On extraction in the presence of CTA, the intensity of the
olour increased manifold. Although Fe3+–thiocyanate system
ould be extracted into ethyl acetate without the use of CTA, no
pparent increase in the colour intensity was noticed. However,
n extraction in the presence of CTA, the sensitivity increased
t least four-fold and, at the same time, the very limited range
f Beer’s law adherence broadened appreciably. Besides, the
ighly unstable binary Fe3+–thiocyanate complex got stabilized
or many hours on the formation of ternary complex with CTA
22].

The striking features of the present system are that, compared
ith other reported ternary systems already discussed, the selec-

ivity and sensitivity are much better. Moreover, the extraction
as also found to be facile. Only Nb and V interfered, that too,

f present in at least 10-fold excess concentration to titanium.
esides, the stability of the colour and reproducibility of the

esults are excellent.
In this context, it is pertinent to mention here that dur-

ng the course of our investigation on this project, a report
n the spectrophotometric determination of Ti(IV) by extrac-
ion of its thiocyanate complex into chloroform or CH2Cl2
n the presence of cetyltrimethylammonium (CTA), cetylpyri-
inium (CP) and tetradecyldimethylbenzylammonium (TDMA)
ations appeared in literature [23]. However, the sensitivity
f the above system is reported to be much less (έ = 6.1,
.3 and 7.0 × 104 L mol−1 cm−1 for CTA, CP and TDMA sys-
ems, respectively) compared to 1.1 × 105 L mol−1 cm−1 for the
resent system. Besides, the validity of the reported method was
ested on the simple matrices of bauxite and aluminium alloys.
In view of the above, and in continuation of our on-going
ndependent project work on the micelle mediated extraction of

etals with thiocyanate and CTA [22,24,25], we present here the
esults of a detailed and systematic study on the micelle medi-

1
v
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ted extraction of titanium in toluene (although in the present
ystem, benzene as a solvent was found marginally better than
oluene and xylene, it is, however, not prescribed for further use
ecause of its reported carcinogenic nature) and its extraction
pectrophotometric determination in silicate rocks.

. Experimental

.1. Apparatus

A double beam spectrophotometer (Model-Chemito 2500)
quipped with 1 cm quartz cells was used for the absorbance
easurements.

.2. Reagents

All the reagents used were of Analytical Reagent grade.
Stock Ti solution (400 �g mL−1): A 0.1 g TiO2 was weighed

nto a silica crucible and fused with 4 g potassium bisulfate.
he fused mass was dissolved in 250 mL distilled water con-

aining about 40 mL concentrated H2SO4. A working standard
olution (40 �g mL−1) was made by transferring 10 mL of the
tock solution into a 100 mL volumetric flask followed by the
ddition of 5 mL concentrated sulfuric acid and then dilut-
ng the solution to 100 mL with distilled water. Reagents used
ere potassium thiocyanate (5.15 mol L−1), stannous chloride

4.43 × 10−1 mol L−1) in 1.1 mol L−1HCl, hydrochloric acid
11 mol L−1), hydrofluoric acid (22.6 mol L−1), cetyltrimethy-
ammonium bromide (2.74 × 10−1 mol L−1) and solvents like
enzene, toluene, xylene, etc.

.3. Procedure

.3.1. Dissolution of silicate rock samples
The rock sample solutions were prepared by following the

ecommended procedure [3].

.3.2. Extraction and spectrophotometric measurements
A 2 mL sample aliquot containing Ti up to 6 �g (10 �g TiO2)

as taken in a 100 mL separating funnel. To it was added 5 mL of
.15 mol L−1 KSCN and mixed well. To this solution were added
mL of 4.43 × 10−1 mol L−1 SnCl2 and 2 mL of 11 mol L−1

Cl. Mixed well and allowed to stand for 2 min. Then added
0 mL of benzene or toluene and 1 mL of 2.74 × 10−1 mol L−1

queous solution of CTA. Shaken vigorously for 3 min and set
side for 5 min to allow for phase separation. A yellowish-orange
ernary complex of Ti–SCN–CTA was formed which was read-
ly extracted into benzene or toluene. The aqueous portion was
arefully drained out and the organic portion was filtered into
dry and clean quartz cell through Whatman filter-paper 540

or spectrophotometric measurements at λmax (421 nm). The
easurements were made against a process blank.

. Results and discussion
For subsequent experiments 10 �g TiO2 was taken in about
1 mL aqueous solution and extracted into 10 mL organic sol-
ent for absorbance measurements.
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Fig. 2. Dependence of the absorbance of extracted titanium(IV)–thiocyanate
complex on the initial molar concentration of SCN /CTA. Condi-
tions: [TiO2] = 1.0 mg L−1; [HCl] = 2.0 mol L−1; (1) absorbance vs.
molar concentration of SCN; curve (a) [CTA] = 2.49 × 10−2 mol L−1

and [SnCl2] = nil. Curve (b) [CTA] = 2.49 × 10−2 mol L−1 and
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ig. 1. Absorption spectrum of the complex against reagent blank. Con-
itions: [TiO2] = 1.0 mg L−1; [HCl] = 2.0 mol L−1; [SCN] = 2.34 mol L−1 and
CTA] = 2.49 × 10−2 mol L−1.

.1. Absorption spectra

The absorption spectrum was scanned over a wavelength
ange, 300–600 nm against benzene/toluene. The λmax was
ound at 421 nm. Similarly, the absorption of reagent blank
gainst benzene/toluene was also scanned and it was found that
he reagent blank had got a negligible absorbance, i.e., <0.001.
ut for experimental purposes, measurements of absorbance
ere always made against a reagent blank. The absorption spec-

rum of complex is shown in Fig. 1.

.2. Effect of KSCN and CTA concentrations

The concentration of thiocyanate was varied from 0.1 to
.5 mol L−1. Under the optimized conditions of hydrochlo-
ic acid and cetyltrimethylammonium bromide, thiocyanate in
he range, 1.5–2.5 mol L−1 was found to have given maxi-

um absorbance for 1.0 mg L−1 TiO2, i.e., 1.35, 1.30 and 1.25
bsorbance units for benzene, toluene and xylene, respectively.
or this purpose, a 5 mL of 5.15 mol L−1 potassium thiocyanate
as fixed for colour development and extractive recovery of

itanium. At this optimized concentration of thiocyanate, the
ffect of cetyltrimethylammonium bromide was studied by vary-
ng its concentration over a wide range. It was found that in
he presence of SnCl2 which was required for reducing Fe3+

nto Fe2+ in order to avoid interference of ferric ion, a 1 mL
f 2.74 × 10−1 CTA was required to attain highest sensitivity
or titanium. In this context, it is pertinent to mention here
hat in the absence of SnCl2, a less amount of CTA (5 mL of
.74 × 10−2 mol L−1) was sufficient to attain the sensitivity of
he order of ε= 1.00 × 105 L mol−1 cm−1. Fig. 2 shows the effect
f thiocyanate and CTA in the extraction of titanium.

.3. Effect of acidity

The effect of acidity in the development of the colour of the
omplex as well as maximum extraction of titanium was stud-

ed by using different mineral acids such as nitric, sulfuric and
ydrochloric acids. The use of nitric acid was avoided because
f its decomposition in the reaction medium as well as due to
ts possible redox-reaction with thiocyanate. Similarly, sulfu-

n
e
l
T

SnCl2] = 4.03 × 10−2 mol L−1. (2) Absorbance vs. molar concentration
f CTA; curve (a′), [SCN] = 2.34 mol L−1 and [SnCl2] = nil. Curve (b′),
SCN] = 2.34 mol L−1 and [SnCl2] = 4.03 × 10−2 mol L−1.

ic acid was also avoided because of its exothermic reaction
ith water leading to the possible decomposition of the com-
lex as well as solvent. Therefore, hydrochloric acid was tried
nd found to be suitable for this purpose in order to achieve
aximum sensitivity and recovery of titanium. The concentra-

ion of this acid was varied over a wide range, i.e., from 0.1 to
.0 mol L−1. A 2 mL of 11 mol L−1 HCl (total molarity of acid
eing 2.0 mol L−1) was fixed, although its concentration in the
ange 1–5 mol L−1 did not affect the percentage extraction and
ntensity of the complex (Fig. 3).

.4. Effect of volume ratio of the solvents, electrolyte
oncentration and equilibrium time

Under the optimized condition of reagents such as KSCN and
TA as well as that of hydrochloric acid, the ratio of volume of

he aqueous phase to that of organic phase was varied over a wide
ange, i.e., from 1:5 [aqueous:organic] to 5:1 [aqueous:organic].
t was found that 1:1 ratio of the volume of aqueous to organic
hase yielded the most satisfactory results, i.e., highest sensitiv-
ty coupled with maximum recovery of Ti. However, a variation
f volume ratio of aqueous to organic phase between 1:1.5 and
.5:1 had not affected the recovery of Ti and the sensitivity of the
eaction. The effect of electrolytes like NaCl, KCl and ammo-

ium chloride up to 1 mol L−1 was also studied. None had any
ffect on the intensity of the colour and recovery of Ti. An equi-
ibrium time of 2 min was sufficient for maximum recovery of
i, however for safer sides, extraction for 3 min was employed
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Fig. 3. Effect of HCl concentration on the extraction of titanium (plot
of absorbance vs. HCl concentration). Conditions: [TiO2] = 1.0 mg L−1;
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TiO2+ + 2SCN− + 2CTA = [TiO(SCN)2]·2CTAO

The subscript “O” denotes the organic phase.

Fig. 4. Determination of ratio of the variables in [TiO(SCN)X]
yCTA by curve fitting method (plot of log D vs. log of initial
molar concentration of SCN/CTA). Conditions: [TiO2] = 1.0 mg L−1;
HCl] = 2.0 mol L−1; [SCN] = 2.34 mol L−1; [CTA] = 2.49 × 10−2 mol L−1 and
SnCl2] = 4.03 × 10−2 mol L−1.

or all the experiments carried out. Extraction even up to 15 min
id not change the intensity of the colour.

.5. Effect of reducing agent

The effect of reducing agents like ascorbic acid,
ydroxylamine–hydrogen chloride, and tin(II) chloride were
ested separately. It was found that tin(II) chloride was more
ffective in reducing Fe3+, which otherwise seriously interfered
n the estimation of Ti. Contrary to what has been reported
n literature and experienced elsewhere in the estimation of
b, Mo, etc. tin(II) chloride did not enhance the distribution

atio of titanium in benzene or toluene in the present study.
owever, it adversely affected the sensitivity, i.e., sensitivity
as gradually decreased with the increase in SnCl2 concen-

ration. But in real samples, where iron is invariably present,
he use of tin(II) chloride could not be avoided. Hence, a
educed sensitivity (ε= 8.0 × 104 L mol−1 cm−1) was compro-
ised with 1 mL of 4.43 × 10−1 mol L−1 SnCl2 in 1.1 mol L−1

Cl.

.6. Effect of solvents

Various polar and non-polar solvents like benzene (C6H6),
oluene, xylene, chloroform, carbon tetrachloride, MIBK, ethyl
cetate, butanol, n-butyl acetate, etc. were tried in our laboratory
ut in most cases, the sensitivity was not high enough (less than
0% compared to benzene or toluene or xylene as solvent) and
he complex formed was not very stable. Besides, extraction was
lso found to be tedious and incomplete. On the contrary, when
6H6 or toluene was used as a solvent, the extraction was found
o be facile and the equilibrium period for the complete distri-
ution of Ti from aqueous to organic phase was less than 2 min.
esides, high distribution ratio (recovery of Ti was more than
9% in a single extraction) coupled with maximum sensitivity

[
l
[
(
(
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nd excellent stability of the colour formed (the complex is sta-
le for more than 24 h) was achieved when benzene or toluene
as used as solvent.

.7. Optimum concentration range, sensitivity and
recision

The Beer
′
s law is obeyed over a range, 0–1 mg L−1 TiO2.

he detection limit is 0.4 ng of Ti mL−1 .The limit of detec-
ion was defined as CL = 3SB/m, where CL, SB and m are
he limit of detection, standard deviation of the blank and
he slope of the calibration graph, respectively. The molar
bsorptivities of the complex in the absence and in the pres-
nce of tin(II) chloride are (1.1 ± 0.05) × 105 L mol−1 cm−1

nd (8.00 ± 0.05) × 104 L mol−1 cm−1, respectively. Similarly,
he Sandell’s sensitivities of the complex in the absence and
resence of tin(II) chloride are 0.47 and 0.50 ng cm−2, respec-
ively. The standard deviation (σ) and relative standard deviation
R.S.D.) of 1 �g mL−1 TiO2 over a period of nine consecutive
ays were found to be 0.032 and 2.73%, respectively.

.8. Composition of the complex

The stoichiometry of the complex was investigated by plot-
ing log D vs. log[Reagent] (curve fitting method [26]). In the
lotting (Fig. 4), curves ‘a’ and ‘b’ show a slope of 1.98 and
.97, respectively, both close to the integer 2. Therefore, the
atio of Ti(IV):SCN:CTA in the extracted complex should be
:2:2, respectively. Accordingly, it may be presumed that 2 mol
f thiocyanate are coordinated to Ti(IV) as ligands while 2 mol
f CTA are attached as adductants. The overall reaction can be
ritten as,
HCl] = 2.0 mol L−1; [SnCl2] = 4.03 × 10−2 mol L−1; (‘a’) log D vs.
og c(SCN)Initial, [CTA] = 2.49 × 10−2 mol L−1; (‘b’) log D vs. log c(CTA)Initial,
SCN] = 2.34 mol L−1. Note: The percentage extraction and distribution ratio
D) were calculated by determining TiO2 in the organic phase by tiron method
spectrophotometry) after stripping off the metal ion into water.
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Table 1
Effect of foreign ions on the determination of titanium

Ions Tolerance limits (mg L−1)

Al, Be, Na, K, Sn, Rb, Cl−, Br− and SO4
2− >2000

Ca, Mg, Ba, Sr, NO3
−, ascorbate, borate,

tartarate, citrate
500

Be, La, Y, Hg, Pb, Bi, PO4
3− 200

As, Sb, Ni, Zn, Fe 100
Cu, Co, Mn 50
Ta, Zn, Cr, Ce, W, U, Mo, 20
Nb, V 10
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onditions: [TiO2] = 1.0 mg L−1; [HCl] = 2.0 mol L−1; [SCN] = 2.34 mol L−1;
CTA] = 2.49 × 10−2 mol L−1 and [SnCl2] = 4.03 × 10−2 mol L−1.

Unlike the findings reported in the paper [23], the colour
ntensity of the extracted species was found to be independent
f chloride ion concentration. Hence, the possibility of chloride
on being coordinated as a hetero-ligand with titanium metal,
eading to the formation of an anionic complex requiring CTA+

s a counter cation for its extraction is thus ruled out. The for-
ation of similar complex adducts, as tentatively shown above,

s, however, not un-precedented [19–22]. In this context, it is
ertinent to mention here that the reported neutral complex
Ti(OH)(SCN)3] is extractable into MIBK, and as such, does
ot require any counter-cation for its extraction [1]. However, in
he present system, the surfactant, CTA enhances the sensitivity
f the [TiO(SCN)2] complex by providing micelle medium to
he reacting species.

.9. Interference studies

The effect of diverse ions on the estimation of 1.0 mg L−1 of
iO2 was studied separately. Nb and V interfered when present
t 10 mg L−1 level or above. However, the abundance of these
lements in silicate rocks is usually lower than that of Ti, hence

heir interference is ruled out. The tolerance limits for other ele-

ents commonly present in silicate rocks (Table 1) were quite
igh. The interference of iron(III) was suppressed by the addi-
ion of SnCl2 which reduced Fe3+ into Fe2+ ion. Ferrous ion

t
t
s
a

able 2
esults of the estimation of TiO2 in rock samples

l. no. Sample no. TiO2, % found

Proposed methoda

. RT-1 0.045 ± 0.001

. RT-2 0.086 ± 0.002

. RT-3 0.142 ± 0.002

. RT-4 0.046 ± 0.001

. RT-5 0.140 ± 0.002

. RT-6 0.046 ± 0.001

. SY-3b 0.140 ± 0.002

. CRM 782-1b 0.0023 ± 0.0001

T-(1–6) are silicate rock samples.
a ±Standard deviation.
b Geo-standard reference materials.
c Not detected.
nta 75 (2008) 326–331

id not interfere. As SnCl2 reduces the intensity of the colour,
minimum amount (1 mL) of 4.43 × 10−1 mol L−1 was recom-
ended. At this concentration level of SnCl2, 100 mg L−1 Fe3+

id not pose any problem in the determination of titanium in the
rescribed concentration range. Usually in other ternary systems
f titanium with thiocyanate and a hetero-ligand, the coloured
hiocyanato complexes of the elements like Fe3+, Cu2+, W(IV),

o(VI) and Nb(V), if present in the samples, also get extracted
long with titanium, thereby causing serious interference. How-
ver, in the present system, except V and Nb, no element formed
xtractable coloured complexes. Hence, most elements did not
nterfere in this method. It is pertinent to mention here that in
ilicate rocks, the effects of major elements such as Al, Ti, Fe,

n and alkali metals, were studied in milligram level and those
f minor as well as trace elements were studied in microgram
evel, i.e., mg/�g quantity of the diverse ions were added to
1 mL of aqueous test solution containing 10 �g TiO2, and the
ecovery of titanium was studied on its extraction into 10 mL of
rganic solvent. In both the cases, the concentration of diverse
ons under study was expressed in mg L−1. Similarly, anions
uch as F−, PO4

3−, Cl−, NO3
−, SO4

2−, tetra-borate, citrate,
cetate and ascorbate did not interfere in the estimation of tita-
ium. Based upon the studies of interference due to commonly
ssociated elements cited in Table 1, it appears that the proposed
ethod is quite selective for the estimation of titanium in silicate

ocks.

. Application of the method

A number of silicate rock samples were opened by the
rocedure described in literature [3]. The method was thor-
ughly applied to a host of silicate rocks and international
eo-standard samples of diverse matrices containing TiO2 in the
ange, 0.002–0.142%. The results obtained, as shown in Table 2,
ere found to be in good agreement with certified values and
hose obtained by standard methods [1,3]. The results show that
he method is highly reliable for the determination of TiO2 in
ilicate rocks of diverse matrices and can be used for routine
nalysis of samples.

R.S.D. (%) Tiron method Certified value (%)

2.2 0.039
2.3 0.081
1.4 0.139
2.1 0.042
1.4 0.136
2.2 0.047
1.4 0.150 0.130
4.3 c 0.0025
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. Conclusions

A highly sensitive and reasonably selective method for trace
nd ultra-trace determination of titanium in silicate rocks has
een developed. This method is suitable for application to sili-
ate rock samples containing titanium in traces.
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bstract

Sensitive and specific, high-performance liquid chromatography (HPLC) methods have been developed and validated for linearity, accuracy and
recision for the quantification of dl-3-phenyllactic acid, dl-O-acetyl-3-phenyllactic acid and (±)-mexiletine acetamide enantiomers. Chromato-
raphic separations were performed on a Chiralcel OJ-H column (0.46 mm × 250 mm, 5 �m, Daicel Chemical Industries, Japan) based on cellulose
ris-(4-methyl benzoate) chiral stationary phase. The mobile phase consists of hexane and isopropanol (IPA) in the ratio of 90:10 containing 0.1%
rifluoroacetic acid (in case of dl-3-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid) and hexane and IPA (95:5) containing 0.1% triethylamine

◦
in case of (±)-mexiletine acetamide) and the flow rate was set at 0.5 ml/min at 25 C. The detection was carried out at 261 nm for dl-3-phenyllactic
cid and dl-O-acetyl-3-phenyllactic acid and at 254 nm for (±)-mexiletine acetamide. The developed methods were utilized for monitoring the
rogress of lipase catalyzed enantioselective synthesis of O-acetyl-3-phenyllactic acid and mexiletine acetamide from dl-3-phenyllactic acid and
±)-mexiletine, respectively.

2007 Elsevier B.V. All rights reserved.
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. Introduction

dl-3-phenyllactic acid and its derivative, dl-O-acetyl-3-
henyllactic acid, in non-racemic form are frequently used as
omponents of pharmaceuticals and natural antibiotic agents
1]. Pure enantiomers of 3-phenyllactic acid represent an inte-
ral part of bioactive peptides, such as aeruginosins [2] and
icrocin [3] which were shown to be potent protease inhibitors.
he p-fluoro-analog of enantiopure 3-phenyllactic acid is a key
uilding block for the synthesis of AG7088 (Ruprintrivir), a
otent rhinovirus inhibitor currently in clinical trials to treat the
ommon cold [4]. d-(+)-3-Phenyllactic acid is an integral part
f a cyclic depsipeptide, YM-254890, which is a novel Gq/11

rotein inhibitor [5]. l-(−)-3-Phenyllactic acid and l-(−)-O-
cetyl-3-phenyllactic acid are used for the synthesis of chiral
ntermediates-which are used for the synthesis of antiviral and
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ntitumour compounds: mycalamides, pederin, onnamides and
heopederins [6].

Mexiletine [1-(2,6-dimethylphenoxy)-2-amino-propane],
hich is classified as a class Ib antiarrhythmic drug [7], is
therapeutically relevant chiral compound, clinically used

s antiarrhythmic, antimyotonic, and analgesic agent, in its
acemic form. Ates et al. [8] compared the neuroprotective effect
f mexiletine and its superiority over phenytoin and riluzole as
odium channel blocker. However, several lines of evidences
ave shown that mexiletine enantiomers differ both in their
harmacodynamics and pharmacokinetics properties [9]. Based
n the in vitro experiments, Vandamme et al. [10] suggested that
n human microsomes, the aliphatic and aromatic hydroxylation
f mexiletine is stereoselective. Aliphatic hydroxylation seems
o be predominant for the R-(−) enantiomer, while aromatic
ydroxylation is favored for the S-(+) enantiomer [11]. It had

een suggested that the antiarrhythmic effect of mexiletine
s stereoselective, with the R-(−) enantiomer showing higher
ctivity than the corresponding S-(+) enantiomer as well as the
acemic form.
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Owing to the existence of pharmacological and toxicological
ifferences between enantiomers of drugs/drug intermediates,
he regulatory bodies demand the development of many new chi-
al chemical entities as single enantiomers, rather than racemic
ixture. Several approaches such as synthesis from a homo-

hiral starting material(s) or resolution of (±)-racemates and/or
istillation of the diastereomeric salts have been reported to
btain dl-3-phenyllactic acid [12] and mexiletine [9] in non-
acemic form. Various analytical methods can be used to monitor
he progress of such type of synthesis. Li et al. [13] have
eveloped a selective LC–MS/MS method for the determina-
ion of mexiletine in human plasma. However, high-performance
iquid chromatography (HPLC) methods are one of the most
seful techniques for the determination and quantification of
ompounds from chemical or biological samples. For example,
atar Ulu et al. [14] have reported a high-performance liquid
hromatographic method based on reversed-phase HPLC with
V–vis absorbance detection for the determination of mexile-

ine and its enantiomers in biological fluids. Strom et al. [1] have
eveloped preparative HPLC method using C18 column for sep-
ration, purification and characterization of dl-3-phenyllactic
cid and its enantiomers from biological samples. But to the best
f our knowledge no direct HPLC method based on Chiralcel
olumn is available to determine enantiomers of both mexiletine
nd dl-3-phenyllactic acid from biological samples or to mon-
tor the conversion, enantiomeric ratio and enantiomeric excess
f resolution of these racemic chiral drugs or drug intermediates.

In the present study, (±)-mexiletine acetamide and dl-O-
cetyl-3-phenyllactic acid were synthesized chemically from
±)-mexiletine and dl-3-phenyllactic acid, respectively and

high-performance liquid chromatography (HPLC) meth-
ds were developed and validated using Chiralcel OJ-H
olumn for the resolution of the synthesized compounds [(±)-
exiletine acetamide and dl-O-acetyl-phenyllactic acid] and
l-3-phenyllactic acid. The chemical structures of all the com-
ounds used in this study are given in Fig. 1.

. Experimental

.1. Chemicals

(±)-Mexiletine, d-(+)-3-phenyllactic acid, l-(−)-3-
henyllactic acid and dl-3-phenyllactic acid were purchased
rom Sigma–Aldrich Co. (±)-Mexiletine acetamide and
l-O-acetyl-3-phenyllactic acid were synthesized chemically
rom (±)-mexiletine and dl-3-phenyllactic acid, respectively.
olvents required for synthesis and extraction were acquired
rom commercial sources and they were either of analytical
r commercial grades. Solvents used for HPLC analyses were
btained from J.T. Baker, Rankem, Merck Ltd. and were of
PLC grade.

.2. Synthesis of (±)-mexiletine acetamide and
l-O-acetyl-3-phenyllactic acid
.2.1. Synthesis of (±)-mexiletine acetamide
To a solution of (±)-mexiletine (1.11 mmol) in

ichloromethane as a solvent (5 ml), acetyl chloride (95 �l)

3
0
a
s

75 (2008) 239–245

nd triethylamine (135 �l) were added. The reaction mixture
as stirred at room temperature until disappearance of (±)-
exiletine [TLC control, hexane:ethyl acetate 7:3 (v/v)]. Then,

he reaction mixture was washed with brine solution and the
mide was isolated by extraction with dichloromethane. The
rganic layer was dried by anhydrous sodium sulphate and then
vaporated under reduced pressure. The amide was purified by
ecrystallization using hexane as solvent and the pure white
rystals were characterized by NMR spectroscopy, FTIR and
C–MS.

.2.2. Synthesis of dl-O-acetyl-3-phenyllactic acid
dl-O-Acetyl-3-phenyllactic acid was synthesized chemically

hrough the treatment of the corresponding dl-3-phenyllactic
cid (0.25 g, 1.5 mmol) in acetic anhydride (4 ml) and pyridine
0.3 ml) [6] .The reaction mixture was stirred at 4 ◦C until the
isappearance of dl-3-phenyllactic acid, which was monitored
y TLC using dichloromethane:methanol; 20:1(v/v) as mobile
hase. After the completion of reaction, the solution was poured
nto ice-water (50 ml), which was acidified with HCl (3.0 M)
o pH 1–2 and extracted three times with ethyl acetate. The
ombined organic layers were washed with water and brine,
ried with anhydrous sodium sulphate and evaporated to yield
l-O-acetyl-3-phenyllactic acid.

.3. Analytical methods

.3.1. Spectral analysis
1H NMR and 13C NMR were obtained with Bruker DPX

00 (1H 300 MHz and 13C 75.5 MHz) spectrometers, using
DCl3 as solvent. Chemical shifts were expressed in parts per
illion (ppm), with tetramethylsilane as an internal standard.

R spectra (wave number, in cm−1) were recorded on Nico-
et FT-IR impact 400 instruments as either neat for liquid or
Br pellets for solid samples. LC–MS analysis was done on
Finninganmat LCQ instrument (USA) using a C-18 Hypersil
DS (4.6 mm × 15 mm, 5 �m) column. Optical rotations were
easured on a Rudolph Polarimeter (Rudolph Research Autopol

V) for identification of the enantiomers.

.3.2. Chromatographic systems and conditions
The HPLC system comprising of a dual piston reciprocating

ump (LC-10ATVP), UV–vis dual wavelength detector (SPD-
0AVP), an auto injector (SIL-10ADVP), and in-line degasser
DGU-14AM). The data was acquired using CLASS-VP soft-
are (all from Shimadzu, Kyoto, Japan). Direct separation of

nantiomers was performed using a Chiralcel OJ-H and OD-H
olumn (0.46 mm × 250 mm, 5 �m, Daicel Chemical Indus-
ries, Japan) under the following conditions: mobile phase,
exane:2-propanol:triethylamine (95:5:0.1, v/v); detection, UV
t 254 nm (in case of (±)-mexiletine acetamide) and hexane:2-
ropanol:trifluoroacetic acid (90:10:0.1, v/v) and detection, UV
t 261 nm (in case of dl-3-phenyllactic acid and dl-O-acetyl-

-phenyllactic acid). The mobile phase was run at a flow rate of
.5 ml/min and separations were performed at ambient temper-
ture (25 ◦C). The order of elution was determined by injecting
tandards of individual enantiomers of dl-3-phenyllactic acid
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Fig. 1. Chemical structure of (±)-mexiletine, (±)-mexiletine ac

hich were purchased from SIGMA. In case of (±)-mexiletine
cetamide and dl-O-acetyl-3-phenyllactic acid, the separated
ptical isomers were identified by using polarimeter.

.4. Method development and validation

.4.1. Development of method
The compounds were completely separated using differ-

nt mobile-phase composition comprising of hexane and
-propanol. Triethylamine and trifluoroacetic acid was added to
et sharp peaks and to achieve better resolution of enantiomers
f the racemic compounds. In all cases, the mobile phase was
ltered through a 0.45 �m nylon membrane and degassed before
se.

.4.2. Validation
Linearity was established by injecting the samples in tripli-

ate, containing (±)-mexiletine acetamide in the concentration
ange of 80–960 �g/ml, dl-3-phenyllactic acid and dl-O-acetyl-

-phenyllactic acid in the concentration range of 5–80 �g/ml on
he same day for each particular compound. Limits of detection
nd quantification were determined by calculation of signal-
o-noise ratio. Signal-to-noise ratio of approximately 3:1 and

u
d
T
t

Fig. 2. Synthesis of (±)-m
e, dl-3-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid.

0:1 were used for estimating the detection and quantifica-
ion limit, respectively. Intra-day precision was established by

aking six injections of lowest, middle and highest concen-
ration in the above range (240, 560 and 880 �g/ml in case of
±)-mexiletine acetamide) and (15, 45 and 75 �g/ml in case
f dl-3-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid).
hese studies were also repeated on different days to determine

nter-day precision. Accuracy was evaluated by fortifying reac-
ion mixture with three known concentrations of the compound.
he recovery of the added compound was determined.

. Results and discussion

.1. Synthesis of (±)-mexiletine acetamide and
l-O-acetyl-3-phenyllactic acid

The compounds used for the method development, were
hemically synthesized. (±)-Mexiletine acetamide was synthe-
ized in one step acetylation of racemic mexiletine (Fig. 2) by

sing acetylchloride as the acyl donor and triethylamine and
ichloromethane as a basic catalyst and solvent, respectively.
he synthesized product was purified by solvent-solvent extrac-

ion followed by recrystallization from hexane. The yield of

exiletine acetamide.
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Fig. 3. Acetylation of dl-3-phenyllactic acid.

±)-mexiletine acetamide obtained was more than 80%. The
ure crystalline amide was characterized by different spec-
roscopy techniques. The data obtained was in agreement with
he literature [15].

(±)-Mexiletine acetamide: white crystals (yield = >80% after
ecrystallization from hexane), IR (KBr): 3278 (–NH–) and 1648
C=O) cm−1. 1H NMR (300 MHz, CDCl3): δ 7.02–6.90 (m,
H, Ar–H), 5.96 (s, 1H, NH), 4.35 (m, 1H, CH), 3.82–3.69
dd, 2H, J1 = 3.97 Hz, J2 = 5.06 Hz, CH2), 2.25 (s, 6H, Ar–CH3),
.02 (s, 3H, COCH3), 1.38 (d, 3H, J = 6.84 Hz, CH3). 13C NMR
75.5 MHz, CDCl3): ppm 170 (C=0), 155.4 (C), 131.3 (C), 129.6
CH), 124.7 (CH), 74.4 (CH2), 45.9 (CH), 24 (CH3), 18.3 (CH3),

5.9 (CH3). LC–MS m/z (relative intensity): 221.9 (M + H).

dl-O-Acetyl-3-phenyllactic acid was synthesized by one step
cetylation of dl-3-phenyllactic acid (Fig. 3) using acetic anhy-
ride as the acyl donor and pyridine as a basic catalyst. The

e

(

ig. 4. Chromatograms showing the direct separation of the enantiomers of: (a) (
henyllactic acid.
75 (2008) 239–245

eaction was carried out at 4 ◦C and the progress was moni-
ored by thin layer chromatography (TLC). After the completion
f the reaction the reaction mixture was poured in ice-water
50 ml), which was acidified with HCl (3 M) to pH 1–2 and the
esultant solution obtained was extracted three times with ethyl
cetate. The organic layer was washed with water and brine,
ried with anhydrous sodium sulphate and evaporated to yield
l-O-acetyl-3-phenyllactic acid.

dl-O-Acetyl-3-phenyllactic acid: Oily liquid
yield = 86.2%); FTIR (neat): 2926 (CH), 1739 (COOH), 1732
COO–); 1H NMR (CDCl3): δ 2.07 (s, 3H, CH3), 3.06–3.26
m, 2H, CH2), 5.23 (dd, 1H, J1 = 3.68 Hz, J2 = 5.21 Hz,
H), 7.23–7.33 (m, 5H, Ar–H), 12.36 (s, 1H, COOH);

3C (CDCl3) ppm 178.9 (COOH), 171.3 (OCO–), 136.6
C), 129.6 (CH), 127.6 (CH), 78.1 (CH), 32.5 (CH2), 21.1
OCH3).

.2. Separation of (±)-mexiletine acetamide,
l-3-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid

nantiomers by Chiral HPLC

Two different columns, viz., Chiralcel OD-H [cellulose tris-
3,5-dimethyl phenyl carbamate)] and Chiralcel OJ-H [cellulose

±)-mexiletine acetamide; (b) dl-3-phenyllactic acid and (c) dl-O-acetyl-3-
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Table 1
Regression parameters of the standard plots of the enantiomers of (±)-mexiletine acetamide, dl-3-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid

Compounds Range (�g/ml) Enantiomers Slopea Intercepta Correlation coefficienta

(±)-Mexiletine acetamide 80–960 R 1151 ± 2.100, 0.182 −9414 ± 117.0, 1.240 0.9962 ± 0.0003, 0.03
S 1157 ± 4.800, 0.420 −13050 ± 414.0, 3.200 0.9964 ± 0.0002, 0.02

dl-3-Phenyllactic acid 5–80 d 82662 ± 1204, 1.470 −142162 ± 252.0, 0.177 0.9974 ± 0.0020, 0.14
l 83285 ± 853.0,1.020 −157535 ± 1799, 1.140 0.9983 ± 0.0010, 0.10

d 3560
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l-O-Acetyl-3-phenyllactic acid 5–80 d
l

a Values are mean ± S.D., R.S.D. (%).

ris-(4-methyl benzoate)] were evaluated for the direct separa-
ion of (±)-mexiletine acetamide, dl-3-phenyllactic acid and
l-O-acetyl-3-phenyllactic acid enantiomers by using different
ompositions of n-hexane and 2-propanol alcohol as mobile
hase. Chiralcel OD-H column could not resolve the enan-
iomers of the three compounds where as Chiralcel OJ-H column
ecognized the enantiomers of all the three compounds. But,
aseline separation of the enantiomers was not achieved and the
nantiomers of all the three compounds eluted as a non-separated
eaks in different compositions of n-hexane and isopropanol
lcohol as mobile phase. Finally, this problem was overcome
y the addition of small amounts of triethylamine in mobile
hase for resolution of (±)-mexiletine acetamide and trifluo-
oacetic acid for the resolution of dl-3-phenyllactic acid and
l-O-acetyl-3-phenyllactic acid.

Thus, the direct separation of the enantiomers of the three
ompounds was achieved on a Chiralcel OJ-H column (Fig. 4)
y employing a simple isocratic system using isopropanol alco-
ol and n-hexane containing 0.1% (v/v) triethylamine (in case

f (±)-mexiletine acetamide) and 0.1% (v/v) trifluoroacetic
cid (in case of dl-3-phenyllactic acid and dl-O-acetyl-3-
henyllactic acid). Elution was carried out with a mixture
f isopropanol alcohol and n-hexane in the ratio of 5:95 (in

2
c
t
f

able 2
ntra- and inter-day precision dataa

ompounds Actual concentration (�g/ml) Enan

±)-Mexiletine acetamide 240 R
S

560 R
S

880 R
S

l-3-Phenyllactic acid 15 d
l

45 l
l

75 d
l

l-O-Acetyl-3-PLA 15 d
l

45 d
l

75 d
l

a Values are observed concentration (�g/ml) ± S.D., R.S.D. The determinations were
as repeated for three consecutive days for inter-day precision.
9 ± 525.0, 1.470 −54213 ± 598.0,1.100 0.9988 ± 0.0020, 0.20
1 ± 221.0, 0.007 −28391 ± 459.0,1.620 0.9987 ± 0.0030, 0.30

ase of (±)-mexiletine acetamide) and 10:90 (in case of dl-
-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid) at a
onstant flow rate of 0.5 ml/min at 25 ◦C. The analytical wave-
ength was 254 nm for (±)-mexiletine acetamide and 261 nm
or dl-3-phenyllactic acid and dl-O-acetyl-3-phenyllactic acid.
he two enantiomers of mexiletine acetamide were eluted at
4.3 and 33.1 min. The enantiomers of dl-3-phenyllactic acid
ad a retention time of 25.5 and 28.4 min and the enantiomers of
l-O-acetyl-3-phenyllactic acid were eluted at 16 and 20 min.

.3. Validation of the method

.3.1. Linearity, limits of detection and quantification
Table 1 shows the regression parameters of the standard

lots of the enantiomers of the three compounds. It is evident
hat the responses for the enantiomers of the three compounds
ere strictly linear in the studied concentration range, which

s evident from the relative standard deviation (R.S.D.) val-
es of slope, intercept and correlation coefficient (less than

%). Limits of detection (LOD) and quantification (LOQ) were
alculated using signal/noise (S/N) ratio method. LOD was
aken as a concentration of the analyte where S/N was 3 and
ound to be (9.69 and 6.66) × 10−9 g/ml for R- and S-mexiletine

tiomers Intra-day precisiona Interday precisiona

122.303 ± 1.240, 1.010 122.596 ± 0.889, 0.730
119.092 ± 0.471, 0.004 120.652 ± 1.090, 0.009
278.905 ± 1.420, 0.510 281.023 ± 1.590, 0.570
279.888 ± 1.150, 0.004 279.588 ± 1.370, 0.005
439.004 ± 0.537, 0.120 439.657 ± 0.904, 0.210
439.718 ± 1.080, 0.002 441.079 ± 1.640, 0.004

7.663 ± 0.100, 0.013 7.660 ± 0.095, 0.012
7.503 ± 0.047, 0.006 7.557 ± 0.063, 0.008
22.620 ± 0.052, 0.002 22.683 ± 0.068, 0.003
22.510 ± 0.062, 0.003 22.680 ± 0.069, 0.003
37.570 ± 0.061, 0.002 37.580 ± 0.044, 0.001
37.470 ± 0.036, 0.001 37.547 ± 0.060, 0.002

7.501 ± 0.079, 0.011 7.523 ± 0.172, 0.023
7.847 ± 0.021, 0.003 7.700 ± 0.087, 0.011
22.857 ± 0.095, 0.004 22.967 ± 0.065, 0.003
22.803 ± 0.250, 0.011 22.867 ± 0.045, 0.002
39.697 ± 0.491, 0.012 39.893 ± 0.601, 0.015
37.690 ± 0.231, 0.006 37.727 ± 0.133, 0.004

made three times in a same day for intra-day precision and the same experiment
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Table 3
Recovery studies

Compounds Actual concentration (�g/ml) Enantiomers Observed concentrationa (�g/ml) Recovery (%)

(±)-Mexiletine acetamide 240 R 118.722 ± 0.594 98.93
S 120.623 ± 0.781 100.52

560 R 280.896 ± 1.740 100.32
S 279.941 ± 1.400 99.98

880 R 440.120 ± 0.206 100.03
S 439.955 ± 1.370 99.99

dl-3-Phenyllactic acid 15 d 7.543 ± 0.071 100.58
l 7.540 ± 0.060 100.53

45 d 22.577 ± 0.072 100.34
l 22.657 ± 0.021 100.70

75 d 37.490 ± 0.053 99.97
l 37.470 ± 0.082 99.92

dl-O-Acetyl-3-PLA 15 d 7.560 ± 0.070 100.80
l 7.793 ± 0.055 103.91

45 d 22.773 ± 0.080 101.21
l 22.770 ± 0.165 101.20

75 d 38.260 ± 0.591 102.03
l
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a Values are mean ± S.D. of three determinations.

cetamide, (1.67 and 2.72) × 10−10 g/ml for d- and l-O-acetyl-
-phenyllactic acid, and (6.81 and 6.45) × 10−10 g/ml for d- and
-3-phenyllactic acid, respectively. LOQ was taken as a concen-
ration of the analyte where S/N was 10. It was found to be (3.23
nd 2.22) × 10−8 g/ml for R- and S-mexiletine acetamide, (5.56
nd 9.06) × 10−10 g/ml for d- and l-O-acetyl-3-phenyllactic
cid and (2.27 and 2.15) × 10−9 g/ml for D- and l-3-phenyllactic
cid, respectively.

.3.2. Precision
Table 2 provides data obtained from the precision experi-

ents. The R.S.D. values for intra- and inter-day precision were
1.02 and <0.74%, respectively, there by indicating that the
ethod was sufficiently precise. A similar qualitative separa-

ion of the enantiomers of these compounds was obtained even
n analysis on a different chromatographic system on a different
ay, indicating that the method has good enantiomer precision.

.3.3. Accuracy
Percentage recovery was calculated from differences between

he peak areas obtained for fortified and unfortified solutions.
s shown in the data in Table 3, excellent recoveries were
ade at each added concentration. The percentage recovery
ere between 98.93 and 103.91% with <1.75% R.S.D.

.4. Method application

The method was applied for monitoring the resolution of
l-3-phenyllactic acid via lipase catalyzed transesterification
sing vinyl acetate as acyl donor in different organic solvents.

nder these conditions, lipase catalyzed the enantioselective

onversion of one of enantiomer of dl-3-phenyllactic acid to its
orresponding enantiomer of dl-O-acetyl-3-phenyllactic acid.
hus, the method was used to monitor the conversion, enan-

s
m
r
i

37.810 ± 0.182 100.82

iomeric excess of both the product formed and the remaining
nantiomer of the substrate and the enantiomeric ratio of the
eaction. Different lipases were also used for the enantioselective
esolution of (±)-mexiletine using ethyl acetate as acyl donor
nd solvent. In this case, some lipases catalyzed the enantios-
lective conversion one of the enantiomers of (±)-mexiletine
o the corresponding enantiomers of (±)-mexiletine acetamide.
hus, the developed method was used to monitor the rate of con-
ersion, the enantiomeric excess of the acetamide formed and
he enantiomeric ratio of the reaction. The enantiomeric excess
f the unreacting mexiletine was determined indirectly by using
he developed method after derivatization of mexiletine to mex-
letine acetamide as described above in Section 2.2.1. This is
ecause (±)-mexiletine could not be resolved directly by the
eveloped method.

. Conclusions

(±)-Mexiletine acetamide and dl-O-acetyl-3-phenyllactic
cid were chemically synthesized and the separation and deter-
ination of the enantiomers of the synthesized compounds and
l-3-phenyllactic acid on two different polysaccharide-based
hiral stationary phases, viz., Chiralcel OD-H and Chiralcel
J-H columns were studied. Chiralcel OJ-H column showed

xcellent resolution of the enantiomers of the three compounds
hile no resolution was found in Chiral OD-H column. The
ethod was validated with respect to accuracy, precision, lin-

arity, limit of detection (LOD) and limit of quantification
LOQ). The developed method is simple, reproducible and

ensitive. This method can be successfully used for deter-
ining the conversion, enantiomeric excess and enantiomeric

atio of enzyme mediated resolution of these drugs and drug
ntermediates.
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bstract

Isotopic exchange based approaches have for many years been applied in soil and solute research. However, acquiring and elaboration of
xperimental data were not always straightforward and complete. A strict and correct use of combined isotopic exchange-compartmental analysis
ay widen the knowledge database and provide information not available as yet. The experiments were carried out with arsenic (arsenate) from

AEA-SOIL-5 in contact with water or phosphate solution in dynamic equilibrium. After contacting the soil suspension for 28 days, the amount of
rsenate released is 2.8 and 6.3 % of arsenic (solutes) in the soil, respectively. Addition of a radioactive arsenate 73As(V)-spike and following the
istribution of this radiotracer from the aqueous to the solid phase in time shows that the accessible fraction, i.e. available for exchange, is in both
ases 12%. This implies that the remainder of the arsenic is enclosed in the lattice of minerals and for that reason unavailable for exchange, at least
n the time scale of the experiment (weeks). From deconvolution of compartmental analysis results the distribution of accessible arsenate in the

oil could be attributed to sorption onto external surfaces (2.6 and 2.0% of total arsenic present for the water and phosphate system, respectively)
nd sorption onto internal surfaces after diffusion through soil particle pores (6.5 and 4.2% of total arsenic present for the water and phosphate
ystem, respectively). The mean residence time in two out of three compartments was in the order of minutes for the external surfaces and in the
rder of days for the diffusion-controlled internal surfaces.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Solute (dissolved arsenate) behaviour at the soil/aqueous
olution interface has been the subject of scientific studies for
ore then a century [1,2]. Both the mentioned soils and solutions

sually contain one or more metal ions (e.g. [3–6] or oxy anions
e.g. [7–9]). The abovementioned and many other authors devel-
ped various specific experimental and mathematical working
ethods aimed at elucidation of soil–solute relations and their

inetics. The use of radionuclides, i.e. radioisotopes (such as

2P [9], 63Ni [3], 65Zn [6], 73As [7], 109Cd [5]) as labels in
adiotracers became indispensible for soil studies. Most of these
tudies are based on the so-called “isotopic exchange method”

∗ Corresponding author. Tel.: +386 1 4760288; fax: +386 1 4760300.
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Speciation; Kinetics

10]. Isotopic exchange under equilibrium conditions can be
escribed as homomolecular exchange of ions or molecules
etween so-called “compartments”. Addition of an adequate
adiotracer to one of the compartment and subsequent mea-
uring of the decrease of the radiotracer concentration as a
unction of time in a compartment enables calculation of the
umber of compartments and exchange rates. The use of the
isotopic exchange method” requires accompanying measure-
ents, specific modelling, occasionally elaborate calculations

nd necessary reasoning [3,11,12].
A tool not frequently used in evaluation of radiotracer data

btained in isotopic exchange experiments in soil research was
pplied in this study, viz. compartmental analysis [13–15]. This

s an attempt to probe the utility of the compartmental analysis
pproach for soil research and to provide novel information per-
aining to solute behaviour at the soil/aqueous solute interface
ncluding pores in the soil particles.
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In compartmental analysis one defines a system consisting
f compartments interconnected with matter transport chan-
els. One also assumes the system to be in a state of dynamic
quilibrium, i.e. there is no net mass transport between the com-
artments. The transfer of matter (trace) in the system is made
visible” by monitoring a radiotracer of the same chemical com-
osition as the trace, added to one compartment and measured
n the same or other compartments.

All the experiments were carried out with IAEA-SOIL-5 –
hich was easily available – and containing a known content of

rsenate but it was not a subject of the investigation as such.
Arsenic in its various forms is a known environmental

ollutant [16]. The predominant arsenic species is arsenate,
riginating from both natural (geologic formations, geothermal
ctivity and vulcanic activity) and anthropogenic (wood preser-
atives, agricultural uses, industrial uses, mining and smelting)
ources. To understand the fate of arsenate in soil systems, i.e.
obility and bioavailability, it is essential to have insight into

orption mechanisms [1].
The arsenate concentration in soil solution is especially gov-

rned by adsorption onto surfaces of iron oxides [17]. Goethite
�-FeOOH) is ubiquitous and the most stable iron oxide in soil
nvironments [18]. Kinetics of arsenate sorption onto goethite
as been studied using pressure-jump relaxation techniques [19].
hese techniques use pressure perturbation as a means of shift-

ng equilibrium states which are monitored by conductivity
easurements. Conventional batch and flow methods are said

o be too slow to follow sorption kinetics. It was proven that
rsenate forms inner-sphere surface complexes with goethite,
oth mono- and bidentate, with a fast initial ligand exchange
eaction in the first-step and a slower second ligand exchange
eaction in the second-step. This sequence of steps is completed
ithin seconds but sorption increases further over days/months.
xtended X-ray absorption fine structure (EXAFS) spec-

roscopy has shown that no other chemical reactions are
esponsible for this slows sorption process so that a surface dif-
usion into goethite pore particles was suggested (Fendorf et al.
20]).

In this work a radioactive 73As(V) tracer was used to follow
ransfer, i.e. exchange of arsenate between different physical or
hemical states, in a system comprising water or 10 mmol l−1

hosphate solution (pH 6.0) and SOIL-5 from the International
tomic Energy Agency (IAEA). A phosphate solution was used,

s phosphate is an analogon of arsenate which may compete with
rsenate for binding to sorption sites. Isotopic exchange methods
ave been applied in all kind of studies, also, e.g. to get insight
nto the phosphate behaviour in soil systems [9,21].

. Experimental

.1. Samples and reagents

A certified reference material for trace element determi-

ation (IAEA-SOIL-5) with a certified As concentration of
3.9 ± 7.5 mg kg−1 was used in the isotopic exchange experi-
ents. This soil originates from the Agricultural Experimental
tation La Molina, Lima, Peru (20 cm topsoil depth). A 73As(V)

f
d
C
d

ta 75 (2008) 253–257

adiotracer (T1/2 = 80.3 days, γ photons/disintegration and γ

nergy, Eγ = 0.10 and 53.4 keV) was purchased from Los
lamos National Laboratory, USA with the following speci-
cations: 95.8 MBq ml−1 with an arsenic concentration of ca.
0 �g ml−1 as As(V) in 0.1 mol l−1 HCl. This radiotracer stock
olution was diluted with water to a 73As(V)-working solution
ith an activity concentration of 0.48 MBq ml−1. The specific

ctivity of ca. 4.8 × 1012 Bq g−1 is sufficiently high to prevent
quilibrium shifts in the isotopic exchange experiments as a
esult of addition of mass via the radiotracer. All chemicals
ere at least of analytical reagent grade. Milli-Q-Plus water

Millipore-waters, Milford, MA, USA) was used for all solution
reparations.

.2. Exchange experiments

Soil samples of 250 mg (based on dry weight) were placed
n 50 ml polypropylene centrifuge tubes with screw cap (Nalge
unc International, Rochester, NY, USA) and either 10 ml water
r 10 mmol l−1 phosphate solution (pH 6.0) was added, followed
y shaking of the suspensions in a temperature-controlled recip-
ocal water bath (model R76 from New Brunswick Scientific)
or ca. 26 days at a temperature of 25 ◦C. After this contact-
ng period the 10 ml samples were centrifuged for 30 min at
000 rpm (ca. 1800 g). Then 200 �l supernatant aliquots were
aken for determination of the As concentrations (see below),
ollowed by resuspending the pellet and addition of 100 �l of
he 73As(V)-working solution. This gave an initial activity con-
entration in the contacting solutions of 4.9 kBq ml−1 (t = 0)
ith an arsenic concentration increase due to the spike of ca.
ng ml−1. As above the samples were shaken and at strategic

ime intervals filtered (up to 1 day exchange) or centrifuged (after
day exchange) and 5 ml filtrate or supernatant aliquots taken for

mmediate counting (see below). For the filtration (0.4 �m poly-
arbonate filter, Nucleopore) whole sample tubes were sacrificed
hereas for the centrifugation (30 min at 3000 rpm) counted

upernatant aliquots were joined with their respective pellet-
iquid mixtures, resuspended and shaking resumed. The very
mall error introduced via transfer losses at centrifugation was
orrected for by weighing and the time needed for centrifugation
nd counting was negligible in comparison with the length of
he experiment.

.3. As and 73As determination

Arsenic in the water and phosphate supernatants was
etermined by FI-HGAFS [22]. Since it was established by
PLC-HGAFS [23] that only As(V) is desorbed from IAEA-
OIL-5, and no reduction to arsenite occurs in the course of

he experiment, it was sufficient to measure total As by FI-
GAFS to generate As(V) concentrations. The 200 �l aliquots
ere 1 + 10 diluted with water and As measured with the method
f standard additions. 73As in the 5 ml aliquots was counted

or 10 min using an automatic γ-counter (NaI(Tl) scintillation
etector; Wallac 1480 Wizard); the counting error was ≤5%.
orrections were made for background radioactivity and 73As
ecay.
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F on, (b) As(V) adsorbed onto external surfaces and (c) As(V) adsorbed onto internal
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Fig. 2. Time course of As(V) in the bulk solution (qa(t)) given as a fraction of the
initially added radiotracer dose (qa(0)) for both the water (W) and phosphate (P)
s
t
a

t
p
deviation of about 10% (absolute) with a random distribution
around zero. This is an indication for a proper fit; modelling
with two compartments gave an inadequate fit and although with
ig. 1. Proposed 3-compartmental parallel model: (a) As(V) in the bulk soluti
urfaces. The arrows depict the rate constants for transport of As(V) from and t

. Results and discussion

With reference to what is known about sorption of arsenic
nto goethite [19,20]) and the fact that IAEA-SOIL-5 contains
significant amount of iron (4.45 wt.%), we propose a parallel

hree-compartmental model to explain transfer of arsenate in a
ystem comprising water or 10 mmol l−1 phosphate solution (pH
.0) and IAEA-SOIL-5. We tentatively define the compartments
n a 10 ml system as follows: (a) As(V) in the bulk solution, (b)
s(V) adsorbed onto external surfaces and (c) As(V) adsorbed
nto internal surfaces after diffusion through soil particle pores
see Fig. 1). The quantity of trace in a compartment is denoted as
, e.g. Qa is the quantity in compartment a (in mol); the rate of

ransfer (flow) of trace as F, e.g. Fba is the rate of transfer to com-
artment b from compartment a (in mol s−1); the rate constant
f transfer of trace including radiotracer as k, e.g. kba = Fba/Qa
in s−1); the quantity of radiotracer in a compartment at time t
nd zero, respectively as q(t) and q(0), e.g. qa(0) is the quantity of
adiotracer at t = 0 in compartment a, the compartment to which
he radiotracer was added at t = 0 (in Bq). General equations
hich describe the tracer quantities qa, qb and qc in compart-
ents a, b and c in time, for any three-compartmental model,

re given by

qa(t)

qa(0)
= H1 exp (−g1t) +H2 exp (−g2t) +H3 (1)

qb(t)

qa(0)
= K1 exp (−g1t) +K2 exp (−g2t) +K3 (2)

qc(t)

qa(0)
= L1 exp (−g1t) + L2 exp (−g2t) + L3 (3)

s the result of integration of the differential equations lead-
ng to above equations (for three compartments) the coefficients

i will emerge as equivalents of complex expressions involving
ate constants, k, and the exponents, g, and other expressions for
ate constants in terms of exponents also will evolve [24–26].
he forms of these expressions depend on the number of com-
artments and the (tentative) structure of the compartmental
odel delineating the system under investigation. The results

f the exchange experiments for the water and phosphate sys-
em, expressed as qa(t)/qa(0) versus time, t, are given in Fig. 2.
on-linear curve fitting of the experimental data in Eq. (1)

sing MicrocalTM Origin® version 6.0 (Microcal Software Inc.,
orthampton, USA) yields H’s and g’s as given in the insert
f Fig. 2. It should be noted that the curves are forced through
he point (t = 0, qa(t)/qa(0) = 1) to allow H1 + H2 + H3 = 1 for all

F
a
s

ystem; the lines represent the best fits according to Eq. (1) and the insert gives
he fit parameters. Note that for W: R2 = 0.9958, P-value (at α= 0.05) < 0.0001
nd for P: R2 = 0.9991, P-value (at α= 0.05) < 0.0001.

’s. The relative residual distribution curves for the water and
hosphate system are given in Fig. 3 and show a maximum
ig. 3. Relative residual distribution curves for each of the 26 data points n given
s 100 × (observed − fitted)/fitted (%) for both the water (W) and phosphate (P)
ystem.
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Table 1
Rate constants and standard deviations (in day−1) for the three-compartmental
parallel model pertaining to the water (W) and phosphate (P) system

W P

kab 289.99 ± 50.81 169.24 ± 26.66
k 265.39 ± 41.29 55.44 ± 8.35
k
k
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Table 2
Compartment sizes and standard deviations (in nmol) for the three-
compartmental parallel model pertaining to the water (W) and phosphate (P)
system

W P

Qa 8.88 19.30
Qb 8.13 ± 1.91 6.32 ± 1.82
Q
Q

p
s
t
n
a

(
t
(
l
t
f
d
b
i
a
t
and external surfaces.

In Fig. 4 graphs are given which relate all measured and
deduced data, i.e. the distribution kinetics of the arsenate
ba

ac 0.60 ± 0.12 0.40 ± 0.05

ca 1.37 ± 0.26 0.27 ± 0.03

our compartments the fit was somewhat better no strong phys-
cal and/or chemical evidence could be found to choose such a

odel. H3 represents the value of qa(t)/qa(0) for t = ∞ which
hould be equal to the fraction of arsenate in the bulk solution
compartment a):

3 = Qa

Qa +Qb +Qc
(4)

he Qa’s measured are 8.88 and 19.3 nmol for the water
nd phosphate system, respectively. The total quantities
QT = Qa + Qb + Qc) calculated from these values and H3’s
erived are 37.2 and 38.6 nmol for the water and phosphate
ystem, respectively. Since the total quantity of As in soil is
13 nmol this implies that only 11.9 and 12.3% is accessible
available for exchange) for the water and phosphate system,
espectively.

The rate constants, k, for a three-compartmental parallel
odel (b ↔ a ↔ c) may be calculated from H’s and g’s derived

rom fitting. This yields rate constants as given in Table 1. The
ean residence times in compartment b and c are defined as

b = 1/kab and τc = 1/kac, respectively. For compartment b, τb
s 5.0 min (water system) and 8.5 min (phosphate system); for
ompartment c, τc is 1.7 days (water system) and 2.5 days
phosphate system). We ascribe the short residence times to
xternal adsorption and the long residence times to diffusion-
imited internal adsorption. It should be noted that no a priori
hoice can be made which of the compartments b or c is related
o the fast or slow process. In this case it is obvious that
ur choice in Fig. 1 was a proper one; otherwise we should
ave changed the compartment labels. The compartment size
a (for the water and phosphate systems) has been calculated

bove; the compartment sizes Qb and Qc may be calculated
rom the following equations knowing that there is no net mass
ransport:

ab = kabQb = Fba = kabQa (5)

nd

ac = kacQc = Fca = kcaQa (6)

he calculated compartment sizes are given in Table 2. If we
ssume that compartment c is merely determined by diffu-
ion this implies that the arsenate concentration in the pores
s identical to the arsenate concentration in the bulk solu-

ion (compartment a), viz. 0.888 nmol ml−1 (water system)
nd 1.93 nmol ml−1 (phosphate system). Knowing the arsen-
te quantity in the pores (compartment c), viz. 20.2 nmol (water
ystem) and 13.0 nmol (phosphate system), it follows that the

F
p
t
i

c 20.17 ± 5.61 13.00 ± 2.07

T 37.20 38.60

ore volumes are 22.7 ml (water system) and 6.7 ml (phosphate
ystem). Relating this to a soil quantity of 0.25 g in the system
his is an impossibility, proving that arsenate in these pores is
ot “freely” present in pore water but bound (possibly similar to
rsenate onto the external surfaces).

In spite of the fact that more arsenate is released from soil
Qa) in the phosphate than in the water system, probably due
o competitive ion exchange, the amount of accessible arsenate
QT) is the same in both systems. Although this competition
eads to a lower amount of arsenate in the available bound frac-
ion (Qb + Qc), the ion exchange process should be the same
or externally (Qb) and internally (Qc) bound arsenate under
ynamic equilibrium conditions. Thus, the Qb/Qc ratios have to
e equal for both systems in case we accept that a competitive
on-exchange mechanism controls the sorption of arsenate. On
verage we find a Qb/Qc ratio of 0.44 ± 0.06 what is an indica-
ion of similar ion exchange processes occurring on the internal
ig. 4. Distribution kinetics of 73As(V) from compartment a over all com-
artments i (a–c) for the water (W) and phosphate (P) system, assuming a
hree-compartmental parallel model; inserts give a zoomed version of the kinet-
cs during the first 0.5 day.
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adiotracer from compartment a over all compartments for the
ater and phosphate system.

. Conclusions

The isotopic exchange approach combined with compart-
ental analysis for data evaluation is a powerful tool to derive

oil sorption site characteristics. In case a radiotracer with a
ufficiently high specific activity is used non-intrusive measure-
ents can be made, i.e. without changing the properties of the

ystem in dynamic equilibrium.
The accessible arsenic (arsenate) fraction for IAEA-SOIL-

was ca. 12% of the arsenic present in the soil, independent
f medium (water or phosphate system). This implies that the
emainder of the arsenic is enclosed in the lattice of miner-
ls and for that reason unavailable for exchange, at least on
he time scale of this experiment (weeks). We deduced that in
AEA-SOIL-5 at least two sorption sites are responsible for the
xchange behaviour of arsenate and that phosphate behaves as
competitive anion for sorption.
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bstract

A simple FI-fluorimetric analytical methodology for the continuous and sequential determination of rhodamine B (RhB) in cosmetic products
as been developed and evaluated in terms of sensibility and selectivity. The influence of several surfactant solutions on RhB fluorescence signal
as been studied; particular attention was paid in the aggregation behavior of RhB–SDS system. Linear response has been obtained in the range

f 1.6 × 10−9 and 1 × 10−6 mol L−1, with a detection limit of 5 × 10−10 mol L−1. The novel technique provides a simple dissolution of sample,
n-line filtration with sampling rate higher than 100 samples h−1 and has been satisfactorily applied to the RhB determination in commercial
ipsticks.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Cosmetic products cover a wide range of preparations that
re used for cleansing, beautifying or promoting attractiveness.
he economic impact of these products cannot be underesti-
ated, worth possibly billions of dollars per year to the cosmetic

ndustries [1].
As cosmetic products are applied on the skin, direct contact

ith harmful substance could cause skin disease such as irrita-
ion, allergic reactions and could be absorbed and be stored in
ifferent organs, manifesting at short or long time their toxic-

ty, reason by which governmental entities have listed prohibit
ubstances for cosmetic use.

∗ Corresponding author at: Área de Quı́mica Analı́tica, Facultad de Quı́mica,
ioquı́mica y Farmacia, Universidad Nacional de San Luis, Argentina. Fax: +54
652 430224.

E-mail address: lfernand@unsl.edu.ar (L. Fernández).
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Among the list, the Food and Drug Administration (FDA) has
ow regulated the use of Rhodamine B (RhB, C28H31N2O3Cl)
n the cosmetic industries, because of its carcinogenesis.

RhB is a fluorescent dye derivative of the xanthene dyes
lass, synthesized from condensation of phthalic anhydride
ith m-dialkylaminophenols; it is between the oldest and most

ommonly used synthetic dyes applied in cloth and food col-
ring [2]. As fluorescent dye, it is noted due to its special
hotochemical and photophysical properties [3,4] being very
fficient sensitizer in photography [4–8], bioanalytical chem-
stry [9,10], laser dyes [11–13] and fluorescence probes [14–16]
ausing a vast and increasing up applications in chemistry, bio-
hemistry and physics probes. In pharmaceutical industries,
t has been used as a drug and cosmetic color additive in
queous drug solutions, tablets, capsules, toothpaste, soap, hair-
aving fluids, bath salts, lipsticks [17], eyes shadows and rouges
18].
It has been demonstrated that the acute exposure to RhB

esults in mucous membrane and skin irritation [19] and its car-
inogenesis has been probed injecting RhB subcutaneously in
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ats, producing local sarcomas [20–21]. Applied on lips, it has
he capacity of decreasing the collagen content of the fibroblast
ell layer of the human lips, which may result from a non-specific
nhibition of protein synthesis without non-specific cell damage
22].

Customary standard methods for cosmetic analysis involve
n assessment by microscopy and/or microspectrophotometry
23,24], separation techniques such as electrokinetic capil-
ary chromatography [25], thin layer and high-pressure liquid
hromatography [24,26]. Most of techniques are not entirely sat-
sfactory since they have inadequate sensitivity, either involve
subjective opinion, or require a complicated pretreatment to

solate the dyes and pigments from the waxy matrix.
In this paper, a direct quantitative determination method of

hB in real cosmetic samples based on its native fluorescence
ithout extraction or pretreatment step has been developed.
nhancement of sensitivity was attempted employing an anionic
urfactant SDS (sodium laurylsulfate); likewise the effect of
hB on the aggregation processes of SDS at the experimental
onditions was investigated, which suggests that the formation of
icelles involving RhB and SDS occurs at concentrations below

he critical micelle concentration (cmc). Under established opti-
al conditions, the system was adapted to flow injection analysis

FIA), showing a very short sampling time, potentially useful to
ontrol in routine analysis.

. Experimental

.1. Apparatus
A Shimadzu RF-5301PC spectrofluorimeter (Shimadzu
orporation, Analytical Instrument Division, Kyoto, Japan),
quipped with a Xenon discharge lamp and 1 cm quartz cells
ere used for the fluorescent measurements.

w
w
1
i

Fig. 1. FIA manifold Rh
75 (2008) 135–140

Solutions were propelled by Gilson Minipuls 3 peristaltic
umps with PVC pumping tubes. All tubing connecting the dif-
erent components of the flow system was PVC, 0.8 mm i.d. and
homemade valve was used for FIA configuration.

A pH meter (Orion Expandable Ion Analyzer, Orion
esearch, Cambridge, MA, USA) Model EA 940 with combined
lass electrode was used for monitoring pH adjustment.

.2. Reagents

Stock standard solution of 50 �g mL−1 was prepared by
issolving RhB (Fluka AG, Chemische Fabrik, Buchs SG,
witzerland) in ultra pure water and stored in a dark bot-

le at room temperature. In these conditions, RhB was stable
t least for 4 weeks. A working standard of 5 �g mL−1 was
repared by adequate dilution of the stock standard solution
ith ultra pure water. Sodium dodecylsulfate (SDS), Triton®

-100 and hexadecyltrimethyl-ammonium bromide (HTAB)
ere purchased from Tokyo Kasei Industries (Chuo-Ku, Tokyo,

apan). Sodium tetraborate were purchased from Mallinckrodt
hemical Works (New York, Los Angeles, St. Louis, USA), con-
entrated chlorhydric acid, sodium hydroxide, sodium chloride
nd potassium chloride were purchased from Merck (Darm-
tadt, Germany). Lipstick samples were obtained from several
ommercial available trademarks.

.3. Sample preparation

A fraction of 5.0 mg of lipstick sample was accurately

eighted and transferred to 50 mL beaker. 20 mL of ultra pure
ater were added and dissolved by mechanical stirring during
5 min at 333 K before being introduced in the FIA system for
ts determination.

B determination.
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ig. 2. Detail valve position. Schematic representation of the manifold where
tandard solutions are injected to the detector after going through the column a
he mini-column in back-stream, while sample or standard solutions are recycle

.4. Experimental procedure

A stream of SDS (2.1 × 10−3 mol L−1) solution was com-
ined with borax (0.1 mol L−1) into reactor R1, forming the
arrier stream (Fig. 1). The sample/standard solution went
hrough to a homemade mini-column packed with cotton wool
CC) to collect the waxy component of the sample solution, and
hen injected for 15 s into the carrier stream. RhB contained in
he sample/standard is interacted with the carrier stream into
eactor R2, and then flowed to the fluorescence detector, mea-
ured at λex 560 nm and λem 577 nm. The whole of linearity
ange was obtained varying the slit widths of 1.5–1.5 nm to
–5 nm. After injecting, the valve was switched allowing the elu-
nt stream (ultra pure water at 338 K) go through the CC column
n the contra-stream, cleaning the retained waxy components and
onducting to waste (Fig. 2).

. Results and discussion

.1. Spectrum properties of RhB

The RhB exists in solution as ionized species, neutral form,
actone and/or molecular aggregates, depending on pH, solvent,
emperature and concentration. Each form of RhB is character-
zed by typical absorption and emission spectra which are further

nfluenced by specific medium effect, i.e. ionic strength, additive
resences, etc. Therefore, spectroscopic properties of RhB are
till the subject of numerous research studies and controversies
27–29].

c
t
c
s

alve could be fit at two positions: (A) at the injection position, the sample or
ing mixed with carrier solution; (B) at cleaning position, the eluent is washing

Traditionally Rhs have large molar absorptivity in the visible
egion of the electromagnetic spectrum, which is attributed to a
→ �* transition [27]. The absorption and fluorescent emission

re influenced by the substituents on the nitrogen atom of the
mino groups of the xanthene base.

.2. Influence of surfactant’s nature

In order to perform the luminescent emission, the fluo-
escence properties of RhB in various surfactant media were
tudied: anionic surfactant (SDS, 0–9 × 10−3 mol L−1), cationic
urfactant (HTAB, 0–5 × 10−2 mol L−1) and non-ionic surfac-
ant (TX-100, 0–1 × 10−3 mol L−1). Experimental data showed
hat the enhancement factor for RhB–SDS system (2.5 folds
espect to RhB fluorescence in water medium) was higher than
hB–HTAB (2.0 folds) (Fig. 3). For RhB–TX-100, an important

pectrum interference was observed; thus, the anionic surfactant
DS was chosen for further work. At SDS concentration above
× 10−2 mol L−1, solubility problems appeared causing errors

n the measurement of fluorescence.
The SDS aggregation equilibrium in presence of RhB in

ur optimal experimental conditions showed a quite different
ehavior than pure SDS aqueous solution. For RhB–SDS sys-
em, the fluorescent response showed an inflection point at
SDS] = 3.1 × 10−4 mol L−1 (Fig. 4). The change in the SDS

mc suggests the formation of mixed aggregates at concen-
rations below the cmc reported (8.1 × 10−3 mol L−1) [30]; in
oncordance to obtained results, other authors have reported
imilar behavior for SDS systems [31–34].
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ig. 3. Emission spectra of RhB in micellar media. λex = 560 nm
nd λem = 577 nm. (a) aqueous solution; (b) CHTAB = 4 × 10−2 M; (c)

SDS = 2 × 10−3 M.

The enhancement of RhB fluorescent intensity by addition
f SDS was associated to a slight hypsochromic shift of the
aximum λem (Fig. 3); it reflects that the microenvironment

round the dye is quite different from that in aqueous solution.

t can be attributed to restrictions imposed on the free rotational
otions which are competitive with luminescent emission [35].

n addition, the RhB equilibrium of molecular aggregate forma-

ig. 4. RhB emission at different SDS concentration levels. λex = 560 nm and

em = 577 nm. CRhB = 1 × 10−7 M.
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ig. 5. Luminescent emission of RhB at different pH in SDS micelles.

ex = 560 nm and �em = 577 nm. CRhB = 1 × 10−7 M; CSDS = 2 × 10−3 M.

ion could be displaced to the monomer species, taking place the
isaggregation of the dye.

.3. Influence of pH and ionic strength

Fluorescent intensity of RhB in SDS solution reached a max-
mum value between pH 7.0 and 8.5 (Fig. 5); hence, pH 8.0
as selected as optimum acquired with sodium tetraborate for

urther assays.
In order to study the effect of the addition of inert salts

n micellar solutions of RhB, NaCl and KCl solutions were
ested. In all studied cases, an increase of concentration above
× 10−2 mol L−1 provoked a clouding phenomenon to the

ystem, and below these values no significant effect was
bserved.

.4. Sample dissolution parameters

In polar solvents as water, RhB is widely soluble and is found
s ionic species. Therefore, ultra pure water was chosen as an
dequate solvent for sample dissolution.

The complex matrix of cosmetic products complicates their
outine analysis, not only due to the presence of potential dyes
nterfering, but also for the diverse matrix compounds and addi-
ives in such products. A lipstick typically consists of high
ercents of castor oil, a variable percent of beeswax, carnauba
ax, and lanolin, a variable number of soluble and insoluble
yes, pigments and perfume [36].

The waxy composition of lipstick makes difficult its complete
issolution at room temperature; therefore, a heat applied to
elp this process was necessary during 15 min with mechanic
tirring. The influence of temperature for sample dissolution
as studied in the range of 298–363 K, being melting range

or the waxy component next to 333 K. At these conditions,

on-decomposition was observed for the dye.

Although the presence of ethanol accelerates the dissolution
rocess helping the partial dissolution of the waxy components,
hen the proportion of ethanol is raised, increase of turbidity
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Table 1
Optimization of FIA variables for RhB–SDS system

Variables Studied ranges Optimum values

SDS 2.0 × 10−3 mol L−1 flow
rate (ml min−1)

0.50–5.00 4.00

Buffer borax
1 × 10−2 mol L−1 flow rate
(ml min−1)

0.50–5.00 4.00

Sample solution flow rate
(ml min−1)

0.50–5.00 4.20

Eluent flow rate (ml min−1) 1.00–8.00 6.00
Loading time (s) 5–30 15
Reactor R1 length (mm) 100–300 200
R
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Fig. 6. Calibration curve and sample signals. Standard solution of RhB
(a) 1 × 10−7 M; (b) 5.2 × 10−8 M; (c) 4.1 × 10−8 M; (d) 3.1 × 10−8 M; (e)
2.1 × 10−8 M; (f) 1 × 10−8 M. CSDS = 6.6 × 10−4 M. Real lipstick samples of
d
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t

a
t
c
l
(
l

3

o
i
t
nation, to validate the developed methodology recovery studies
were carried out on these samples and the obtained results are
shown in Table 2.

Table 2
Determination of RhB in real lipsticks samples

Samples Base value
(mol L−1)

RhB added
(mol L−1)

RhB founda

(mol L−1)
Recovery ± RSD
(%)b

1 – – 2.52 × 10−8 –
2.52 × 10−8 1 × 10−8 3.54 × 10−8 102.4 ± 1.0
2.52 × 10−8 2 × 10−8 4.45 × 10−8 98.5 ± 2.1
2.52 × 10−8 3 × 10−8 5.52 × 10−8 100 ± 1.5

2 – – 1.74 × 10−8 –
1.74 × 10−8 1 × 10−8 2.75 × 10−8 101.2 ± 1.8
1.74 × 10−8 2 × 10−8 3.67 × 10−8 98.2 ± 1.9
1.74 × 10−8 3 × 10−8 4.64 × 10−8 98 ± 2.2

3 – – Not detectable –
1 × 10−8 9.92 × 10−9 99.2 ± 2.5
2 × 10−8 1.96 × 10−8 98 ± 1.8
eactor R2 length (mm) 100–300 200
otton wool weight (mg) 10–40 25

f final filtrate was observed due to the emulsification of the
ystem.

.5. Optimization of the FIA variables

The variables influencing the performance of the method
ere studied and optimized in order to obtain a high signal

nd good reproducibility, using univariated method. The studied
ange of the FIA variables and their optimum values are listed
n Table 1.

In order to achieve on-line waxy and/or particulate com-
onents retention, a homemade mini-column using a 100 �L
onical polypropylene tube packed with different filtering mate-
ials was tested (as natural and synthetic fiber). For this hitch,
he commercial cotton wool was found to provide satisfactory
axy retention, holding a good reproducibility.
To remove the retained material in the CC and prepare the FIA

ystem for the next assay, ultra pure water at different tempera-
ures was tested (298–353K) as washing solution being efficient
t 338 K.

.6. Analytical performance

Calibration curves of RhB were realized under optimal
orking conditions according to the procedure described

bove. It was obtained linearity in the range of 1.6 × 10−9 to
× 10−6 mol L−1 (concentration before dilution on-line), vary-

ng the excitation and emission slit widths of 1.5–1.5 nm to
.0–5.0 nm.

Fig. 6 shows the fiagram obtained with its corresponding cal-
bration graph for excitation and emission slit widths of 3 and
nm, respectively. Data were fitted by standard least-squares

reatment giving the regression equations for calibration graphs
f F = 11.867 + 9 × 109 C (r2 = 0.9995), where F is the fluores-
ence intensity (average of three measurement for each) and C
s the concentration of RhB expressed in mol L−1. The slope of
he calibration graph is the calibration sensitivity according to

UPAC definition which supported the validation of the proposed
rocedure for quantification of RhB.

The detection limit [37] employing excitation and emission
lit width of 5.0–5.0 nm, was estimated as the concentration of

λ

ifferent trademark (1) 2.52 × 10−8 M; (2) 1.74 × 10−8 M; (3) not detectable.

ex = 560 nm and λem = 577 nm. Slit width exc = 3 nm and em = 5 nm. Injection
ime: 15 s.

nalyte which produces an analytical signal equal to three times
he standard deviation (SD = 1.456) of the background fluores-
ence giving a value of 5 × 10−10 mol L−1 and the quantification
imit equal to 10 times SD of the background fluorescence
1.6 × 10−9 mol L−1). These values were 2 orders magnitude
ower than others reported [25].

.7. Application and validation

In order to check the applicability of the proposed methodol-
gy for quantitative determination of RhB in cosmetic products,
t was successfully applied to different trademark lipsticks. Since
here does not exist official or standard methods to this determi-
3 × 10−8 2.98 × 10−8 99.5 ± 1.6

ex = 560 nm and λem = 577 nm.
a Mean value, n = 6.
b 100 × [(found−base)/added].
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The preliminary selection of the sample was made choosing
he colors palettes which possibly contained the studied dye;
hey included the group of strong pink, fuchsia and red lipsticks.
he applications were performed taking by triplicate 5 mg of 10

eal samples, and after suitable dilution, they were injected by
riplicate in the FIA system. In Fig. 6 the results of three samples
re presented in which two of them present a significant level of
hB (12.0 and 8.3 �g L−1, respectively), and the third represents

he rest of samples with no detectable levels of RhB.
The RhB levels found in our samples could vary greatly with

ther reported, due to the multiplicity of samples, as well as
ifferent dye proportion. Other consideration to be take into
ccount is the politics of the place where lipsticks are made or
ommercialized. In our sample, the detected levels were similar
han others [24–26,38].

The obtained results showed good reproducibility, low disper-
ion and adequate sensibility for each peak series of the assayed
amples. Additionally, high sampling rate was obtained (more
han 100 samples h−1) comparing other reported methodologies
hich involve time-consuming pretreatment sample, indicating

he utility of the proposed method for routine analytical con-
rol.

. Conclusions

The FIA spectrofluorimetric method proposed for the deter-
ination of RhB in real samples of lipsticks has the advantages

f simplicity, speed, accuracy, low detection limit and the use
f inexpensive equipment. The use of SDS micellar system pro-
ides a simple means to enhance the fluorescence from RhB
iving about 2.5-fold increase in sensitivity and improves the
imit of detection without further sample manipulation. The
ecommended procedure was found to be selective enough to
olerate the common additive present in commercial cosmetic
orms. Additionally, it can be remarked the wide range lin-
arity obtained in the calibration curve, with high sensitivity
esulting adequate for the quality control and routine analysis of
ipsticks.

This methodology has demonstrated potentiality in its appli-
ations; it could be applied to the determination of RhB present
n other cosmetics products as eye shadows, rouge and other
ypes of samples. Likewise, we are working in the development
f a new application for the determination of RhB in foods and
everages.
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University, Box 332, Shenyang 110004, China
It is our great sorrow to announce the death of Professor Zhao-
un Fang on 12 November 2007 at the age of 73. Professor Fang
as well known internationally for his contributions in atomic

pectrometry, flow injection analysis and microfluidics.
Zhao-Lun Fang was born in 16 August 1934, Tianjin, China.

e graduated from the Department of Chemistry, Peking Univer-
ity in 1957, afterwards he started working as Research Assistant
n the Institute of Forestry and Soil Science in Shenyang, Chi-
ese Academy of Sciences, until 1965 when he was to promoted
esearch Associate. He was promoted to Associate Professor in
977 and to full Professor in 1986 in the Institute, which was
hen renamed the Institute of Applied Ecology, where he founded
he Flow Injection Analysis Research Center in 1989. In 1996
e joined the Department of Chemistry, Northeastern Univer-
ity, and founded the Research Center for Analytical Sciences
n 1998. In 2000, he founded another institute, i.e., the Institute
f Microanalytical Systems in the Department of Chemistry,
hejiang University, Hangzhou, China.

Professor Fang was elected as a Member of the Chinese
cademy of Sciences (Academician) in 1997. He was also a
ember of the Standing Committee of the Chemistry Division

f CAS and a Fellow of the Royal Society of Chemistry. He
erved as Editorial Board or Editorial Advisory Board Member
or various international journals, including Analytica Chim-
ca Acta, Talanta, Journal of Analytical Atomic Spectrometry,
nternational Journal of Environmental Analytical Chemistry,
pectrochimica Acta Part B, Lab-on-a-Chip, Analytical and Bio-
nalytical Chemistry, Chinese Journal of Analytical Chemistry,
pectroscopy and Spectral Analysis. He received various scien-

ific awards, including Natural Science Award from the Chinese
cademy of Sciences for two times in 1990 and 1993, the first
ai-Guang Award for Analytical Chemistry in 1994, a State
atural Science Award in 1995, a Natural Science Award of
iaoning Province in 2001, and a Natural Science Award from

he Ministry of Education in 2007.
His major research areas included: flow injection and sequen-

ial injection methods and techniques for on-line separation
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bstract

Thioglycolic acid (TGA)-capped CdTe quantum dots (QDs) were synthesized in aqueous medium, and their interaction with metal cations was
tudied with UV–vis absorption, steady-state and time-resolved fluorescence spectra. The results demonstrated that Hg(II), Cu(II) and Ag(I) could
ffectively quench the QD emission based on different action mechanisms: Cu(II) and Ag(I) quenched CdTe QDs because they bound onto particle
urface and facilitated non-radiative electron/hole recombination annihilation of QDs; electron transfer process between the capping ligands and
g(II) was mainly responsible for the remarkable quenching effect of Hg(II). To prevent the approach of metal cations to QD core, the original
GA-capped CdTe QDs were further coated by denatured bovine serum albumin (dBSA). It was found that the dBSA-coated CdTe QDs could be
uenched effectively by Hg(II), but Cu(II) and Ag(I) could hardly quench the QDs even at fairly higher concentration levels because the dBSA
hell layer effectively prevented the binding of metal cations onto the QD core. On the basis of this fact, a simple, rapid and specific method for

g(II) determination was proposed. Under optimal conditions, the quenched fluorescence intensity increased linearly with the concentration of
g(II) ranging from 0.012 × 10−6 to 1.5 × 10−6 mol L−1. The limit of detection for Hg(II) was 4.0 × 10−9 mol L−1. The developed method was

uccessfully applied to the detection of trace Hg(II) in real samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Much attention has been focused on the development of
hemical sensors for the selective and efficient of chemically
nd biologically important ionic species [1]. The toxic effect
f Hg(II) in the microorganism and environment has been well
nown. A variety of optical methods have been developed for
he detection of Hg(II), however, most fluorescent sensors for
g(II) are based on small organic molecules [2,3] that usu-

lly work in organic media [4,5]. Many of these small synthetic
olecules lack water solubility, and although metal ions are rel-

tively easy to chelate in organic solvents it is rather difficult

o directly recognize them in aqueous solutions because of their
trong hydration. Furthermore, these conventional organic flu-
rescent dyes usually suffer from some limitations such as low

∗ Corresponding authors. Tel.: +86 553 3869303; fax: +86 553 3869303.
E-mail addresses: xiayunsheng2005@yahoo.com.cn (Y.-S. Xia),

hucq625@163.com (C.-Q. Zhu).
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m; Hg(II)

ignal intensities and photobleaching, and most of them tend to
ave narrow excitation spectra and often exhibit broad emission
and with red tailing [6,7].

Colloidal semiconductor nanoparticles, often referred to as
quantum dots” (QDs), can overcome problems encountered
y organic dye molecules. Since the first reports using mod-
fied CdSe/ZnS core/shell QDs as fluorescence labels to stain
iological samples [6,7], QDs have attracted considerable atten-
ion as novel fluorescence indicators of different biological
rocess and bioanalysis in recently years. Meanwhile, con-
iderable efforts have also been focus on the development of
general sensing means, with QDs via analyte-induced fluo-

escence changes, for small molecules and ions [8]. Such as,
hen and Rosenzweig [9] demonstrated that the capping lig-
nds have a profound effect on the fluorescence response of

dS QDs to different metal cations. On the basis of this finding,

hey first realized the selective detection of Cu(II) and Zn(II)
sing CdS QDs capped by thioglycerol and cysteine as flu-
rescent probes, respectively. Then, peptide-coated CdS QDs
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ave been synthesized for the fluorescent detection of Ag(I)
nd Cu(II) in water solution [10]. Also, Jin et al. [11] reported
urface-modified CdSe quantum dots as luminescent probes
or CN−. Up to now, other groups and we have developed
ome QDs-based sensing systems for the detection of Hg(II)
12–14], Cu(II) [9,10,15–17] and Ag(I) [18–20], based on the
uenching of QDs by analytes. However, lack of selectivity is
he major problem reported for some of the procedures pro-
osed.

Although some previous reports showed that Hg(II), Cu(II)
nd Ag(I) can quench Cd-chalcogenide QDs, different mech-
nisms have been proposed to explain the quenching effect.
sarov and Chrysochoos [21] demonstrated that Cu(II) quenches
he fluorescence of CdS QDs by forming either CuxS (x = 1, 2)
recipitate or isolated Cu(I) on the surface of CdS QDs, Chen
nd Zhong [15] studied the quenching effect of thiol-capped
dTe QDs in the presence of Cu(II) and also proposed the inter-
ction of QDs with Cu(II) should be of the ion-binding type.
g(I) changes CdTe QD emission due to the fact that the free
g(I) binds with bare Te atoms and forms the AgTe structure
n the particle surface, as proposed by Ren’s group [22] and
s [20]. Two different mechanisms were proposed for explain-
ng the quenching effect of Hg(II): Chen et al. [12,14] thought
hat Hg(II) quenches the fluorescence of QDs due to facilitating
on-radiative electron/hole recombination anniliation through
n effective electron transfer process between capping ligands
nd Hg(II); Cai et al. [13] demonstrated that CdS QDs are
uenched by Hg(II) because of forming size-quantized HgS par-
icle at the particle surface, similar to that of Cu(II) binding on
he surface of CdS QDs [21]. However, these investigations are
ndependent of each other. Herein, we systematically studied
he quenching effect of Hg(II), Cu(II) and Ag(I) on thioglycolic
cid (TGA)-capped CdTe QDs with UV–vis absorption, steady-
tate and time-resolved fluorescence spectra. The experimental
esults demonstrated that Cu(II) and Ag(I) ions quench the QDs
ecause they bind to the QD surface and facilitate non-radiative
lectron/hole recombination annihilation; the quenching mech-
nism of Hg(II) ions may be complex: both electron transfer
nd ion-binding can lead to the decrease of QD emission, but
he former effect may play a leading role. According to above,
n obvious conclusion can be drawn: Cu(II) and Ag(I) ions
o not quench the QDs until they bind onto the QD core, but
g(II) ions needn’t. So, we thought whether selective detec-

ion of Hg(II) and elimination the interference of Cu(II) and
g(I) could be achieved by means of taking proper steps to
revent the contact between metal cations and QD core. With
his thought, we coated the original TGA-capped CdTe QDs
ith an additional biomacromolecule, namely, denatured bovine

erum albumin (dBSA) [23]. As expected, the dBSA-coated
dTe QDs could be quenched by Hg(II) with high sensitivity
nd selectivity, other metal cations, including Cu(II) and Ag(I),
ould hardly quench the QDs even at fairly higher concentra-
ion levels because the dBSA shell layer effectively prevented

he binding of cations onto the QD core. On the basis of this
act, a fluorescent method for the selective and sensitive detec-
ion of Hg(II) using dBSA-coated CdTe QDs as probes was
resented.

a
p

a 75 (2008) 215–221

. Experimental

.1. Apparatus and reagents

UV–vis absorption spectra were recorded with a Hitachi
-3010 spectrophotometer (Tokyo, Japan). Fluorescence
easurements were performed using a Hitachi F-4500 spec-

rofluorimeter equipped with a 1cm quartz cell. pH values were
easured with a Model pHs-3c meter (Shanghai, China). Fluo-

escence decay curves were performed with the time correlated
ingle photo counting technique on the combined steady-state
nd lifetime spectrometer (Edinburgh Analytical Instruments,
LS920). All optical measurements were performed at room

emperature under ambient conditions.
All chemicals used were of analytical grade or of the highest

urity available. All solutions were prepared with double deion-
zed water (DDW). Te powder (−60 mesh, 99.999 %) and TGA
97 +%) were purchased from Alfa Aesar (Karlsruhe, Germany),
SA was obtained from Sino-American Biotechnology Co.,
aBH4 (96 %), CdCl2·2.5H2O, HgCl2, AgNO3, CuCl2·2H2O

nd other routine chemicals were acquired from Guoyao Chem-
cal Reagent Company (Shanghai, China) and used as received
ithout further purification. A 0.02 mol L−1 of pH 7.4 phosphate
uffer solution (PBS) was used in the experiments.

.2. Preparation of CdTe QDs

The colloidal CdTe QDs were prepared based on the
ethod described elsewhere [24]. Briefly, 1.25 × 10−3 mol

f CdCl2·2.5H2O was dissolved in 100 mL of DDW, and
.0 × 10−3 mol of TGA was added under stirring, followed
y adjusting the pH to 11.2 by dropwising 1 mol L−1 NaOH.
he solution was deaerated by N2 bubbling for 40 min. Under
igorous stirring, 0.5 × 10−3 mol freshly prepared oxygen-free
aHTe was injected to the above solution. Afterward, the result-

ng solution mixture was heated to 100 ◦C and refluxed 1.5 h. QD
olution concentration was estimated from the absorption spec-
ra using molar absorptivity at first maximum for QDs of this
ize reported by Peng’s group [25].

.3. Preparation of dBSA

dBSA was prepared by chemically treating BSA with
aBH4, based on a previous literature report [23]. First, 0.2358 g
f BSA was dissolved in 50 mL of DDW, and second 0.012 g
f NaBH4 was added as a reductant into solution under stirring.
he reaction proceeded at room temperature for 1 h and then at
5 ◦C until no more H2 was generated. Under these conditions,
SA was denatured and most of its disulfide bonds were con-
erted to sulfhydryl groups. The final concentration of dBSA
queous solution was 7.15 × 10−5 mol L−1.

.4. Preparation of dBSA-coated CdTe QDs
The crude TGA-capped CdTe QDs solution was concentrated
bout five times using a rotary evaporator. Then, the QDs were
recipitated with acetone and then isolated by centrifugation and
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ig. 1. Fluorescence spectra of original TGA-coated QDs and dBSA-coated
Ds incubated for 3 days.

ecantation to remove free TGA molecules. The purified QDs
ere redissolved into a measured amount of dBSA solution. The

esulting solutions were incubated at 75 ◦C for 30 min before
BS buffer solution (pH 7.4) was added to reach the desired
oncentration, and then stored in dark at room temperature.

.5. Procedure for spectrofluorometric detection of Hg(II)

To a 10 mL calibrated test tube 1 mL 2.2 × 10−6 mol L−1 the
BSA-capped CdTe QD solution (CdBSA/CQDs = 6), 0.5 mL of
BS (pH 7.4) and certain amounts of Hg(II) were sequentially
dded. The mixture was then diluted to volume with DDW and
ixed thoroughly. The fluorescence intensity of the solution was

ecorded at 541 nm with the excitation wavelength of 380 nm.
oth slit widths of excitation and emission were 5 nm.

. Results and discussion

.1. Fluorescent feature of dBSA-coated CdTe QDs

Due to its cooperative and amplifying effects of the multiple
inding sites, dBSA provides enhanced coordinated interactions
etween CdTe surface and sulfur atoms through the formation of

hell-like CdTex(dBSA)1−x complex [23]. Such a shell structure
an efficiently remove the dangling bonds and surface defects,
esulting in higher fluorescence quantum yield compared with
he original TGA-capped CdTe QDs (Fig. 1). In addition, it is

c
i
t
f

ig. 3. Fluorescence response of original TGA-capped CdTe QDs to addition of Hg(II)
(black lines), 0.08 (green lines), 0.2 (red lines), 0.5 (blue lines), 1.5 (purple lines).
Ds, (B) dBSA-coated QDs (K , Na , Mg and Ca : 4.5 × 10 mol L ;
e3+, Mn2+, Co2+, and Zn2+: 4.5 × 10−6 mol L−1; Hg2+, Cu2+ and Ag+:
.5 × 10−6 mol L−1).

ound that the emission peak position of dBSA-capped CdTe
Ds shift to blue about 3 nm incubated at room temperature for 3
ays, due to the formation of the complex shell CdTex(dBSA)1−x

nd a decrease in the size of the inner CdTe “core” [23,26].

.2. Interaction of CdTe QDs with Hg(II), Cu(II) and Ag(I)
ons

Fig. 2A shows that the fluorescence intensity of original
GA-capped CdTe QDs decreases by 97, 80 and 38% in solu-

ions containing 1.5 × 10−6 mol L−1 of Hg(II), Cu(II) and Ag(I)
ons, respectively, as compared to the emission of these QDs
n an ion-free solutions, which is agreement with the previous
eports [12,15,20,22]. Fig. 3B displays the typical fluores-
ence spectra as functions of the concentration of Cu(II). It is
bserved that the emission intensity reduces successively with
he increasing of Cu(II) ion concentration. Meanwhile, the spec-
ral wavelength maximum is red-shifted about 19 nm with an
bvious change of fluorescence spectrum profiles, which indi-

ates the change of surface states of QDs [21,22]. As shown
n Fig. 3C, addition of Ag(I) to TGA-capped CdTe QD solu-
ion leads to a similar spectral change to that of Cu(II), except
or a little fluorescence enhancement of QDs in the presence of

, Cu(II) and Ag(I) in PBS (pH 7.4). Final cation concentrations (10−6 mol L−1):
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ery low concentration of Ag(I), which has been investigated
n our lab [20]. Different from Cu(II) and Ag(I), Hg(II) does
ot lead to an obvious change of spectral widths and the emis-
ion maximum of the QDs (Fig. 3A). Herein, the difference of
he fluorescence spectrum changes induced by different metal
ations may indicate the different quenching mechanisms. In the
ollowing experiments, we studied the fluorescence response of
BSA-coated CdTe QDs (CdBSA/CQDs = 6) to the three cations.
s shown in Fig. 2B, the dBSA layer can effectively eliminate

he quenching of Cu(II) and Ag(I), but Hg(II) can still effectively
uench the dBSA-coated QDs, though the quenching degree
83%) is a little lower than that of original TGA-capped QDs
97%). One possible explanation for Figs. 2 and 3 is due to dif-
erent quenching mechanisms of the three cations: Cu(II) and
g(I) ions quench the QDs because they bind to the QD core

nd facilitate non-radiative electron/hole recombination anni-
ilation [20–22], after the original QDs are coated by dBSA,
he quenchers cannot approach to the QD core, so the quench-
ng is eliminated; the quenching mechanism of Hg(II) may be
omplex: both electron transfer and ion-binding can lead to
he decrease of QD emission, but the former effect may play
leading role. The QD-cation systems were further studied by

V–vis absorption spectra for validating the action mechanisms.
s depicted in Fig. 4A, the absorption threshold of original
GA-capped CdTe QDs shifts to longer wavelength to some
xtent in the presence of 1.5 × 10−6 mol L−1 metal cations.

ig. 4. UV–vis absorption spectra of original TGA-capped (A) and dBSA-
oated (B) CdTe QDs in the presence of 1.5 × 10−6 mol L−1 metal cations
blank: black lines, Hg(II): red lines, Cu(II): green lines, Ag(I): blue lines).
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ig. 5. Fluorescence decay curves (λex = 380 nm, measured at the maximum of
he fluorescence) of TGA-capped QDs in the absence and presence of metal
ations.

his absorption behavior is attributed to the change of surface
tates of QDs because metal ions bind onto the particle surface
20,21,27]. In contrast, the absorption threshold of dBSA-coated
Ds has almost no any shift at the same experimental condi-

ions (Fig. 4B), indicating the effective barrier effect of dBSA
ayer shell for metal cations. Although the above results pro-
ide strong proof for the proposed quenching mechanisms of
he three metal cations, to further verify them, the fluores-
ence decays were examined. The intensity decays of original
GA-capped CdTe QDs are shown in Fig. 5, measured at the
aximum of the fluorescence for both before and after addition

f 1.0 × 10−6 mol L−1 quenchers. The decays of all the samples
ere multiexponential and fitted using the third-order equation,

s shown in Table 1. The fluorescence lifetime of TGA-capped
dTe QDs was quenched by Hg(II) ions, which may result from

he ultrafast electron transfer from QDs to Hg(II) [28]. In con-
rast, when Cu(II) or Ag(I) ions were added to TGA-capped
dTe QD solutions, the fluorescence lifetimes were increased,
s shown in Fig. 5 and Table 1. The enhanced decay times may
rise from the trap-state emission of the QDs, since some surface
efects formed because of ion-binding effect [21,29].

.3. Factors affecting the fluorescence detection for Hg(II)
ith dBSA-coated CdTe QDs

To investigate the effect of the concentration of the
BSA-coated CdTe QDs, a series of calibration functions

the quenched fluorescence intensity against the concentration
f Hg(II)) were obtained with various concentrations of the
BSA-coated CdTe QDs. The optimal concentration of the
BSA-coated CdTe QDs should give the highest sensitivity

able 1
he fit results of fluorescence lifetimes before and after quenching of TGA-
apped CdTe QDs

τ1/ns τ2/ns τ3/ns α1 α2 α3 χ2

efore quenching 7.03 18.79 58.16 960 1621 152 1.119
uenched by Hg(II) 3.39 12.03 33.35 1112 1309 284 1.084
uenched by Cu(II) 8.26 27.54 92.66 1168 1338 294 1.097
uenched by Ag(I) 17.99 38.51 105.54 1075 1609 217 1.046
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Fig. 6. (A) Effect of pH on reaction between cations and dBSA-coated
CdTe QDs. (B) Effect of molar rations of dBSA/CdTe on reaction between
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QDs as probes for Hg(II) detection, the tolerated amounts of
Cu(II) and Ag(I) ions enhance 100- and 120-fold, respectively,
as compared to those using original TGA-capped CdTe QDs.

Table 2
Test of the interference of different ions on the fluorescence of original TGA-
capped QDs and dBSA-coated QDs, respectively

Coexisting substance TGA-capped QDs dBSA-coated QDs

CCa CFIb CC CFI

K+ 400 −2.1 400 −1.7
FeF6

3− 45 −3.7 45 −3.4
Na+ 500 −1.8 500 −1.2
Cu2+ 0.3 −4.8 30 −3.0
Co2+ 40 −3.6 60 −2.8
Mg2+ 250 −2.8 250 −1.8
Mn2+ 45 +4.0 60 +2.7
Ag+ 0.4 +5.3 45 −2.6
Ca2+ 200 +3.8 200 +2.8
Zn2+ 40 +4.0 60 +3.4
SO4

2− 120 +3.6 120 +2.0
CO3

2− 50 +2.8 80 +2.6
F− 150 −1.8 150 −1.8
Br− 120 −2.0 120 −1.6
I− 120 −2.8 120 −1.5
ations and dBSA-coated CdTe QDs at pH 7.4. The concentration of cations:
.5 × 10−6 mol L−1, blank: black squares, Ag (I): red triangles, Cu (II): green
iamonds, Hg (II): blue dots.

i.e. the slope of calibration function) and the widest linear
ange of the calibration function. As the concentration of the
BSA-coated CdTe QDs increased, the linear range of calibra-
ion function became wider whereas the sensitivity decreased.
or a compromise between the sensitivity and the linear range
f calibration function, 2.2 × 10−7 mol L−1 the dBSA-capped
dTe QD solution was employed for further experiments.

The effect of pH in a range between 4.6 and 9.5 was studied
n order to select the optimum conditions for the determination
f Hg(II) with dBSA-coated CdTe QDs. As shown in Fig. 6A,
he fluorescence intensity has negligible change in the pH range
etween 5.8 and 8.4, and the optimal pH ranged from 5.8 to
.8. However, Cu(II) and Ag(I) ions quench the fluorescence of
BSA-coated CdTe QD at pH < 7.0. The reason may be that elec-
rostatic repulsion effect of protonated amino group at pH < 7
auses some opening of the dBSA capping layer and favors the
pproach of quenchers to QD core. So, 0.5 mL of PBS (pH 7.4)
as recommended for used in this work.
In order to study the effect of dBSA/CdTe molar ration on

he determination of Hg(II), the molar rations of dBSA/CdTe
ere varied from 1 to 10. The experimental results indicate

hat the optimal molar ratio for the determination of Hg(II) is
–6, and for effective elimination the interferences of Cu(II)

nd Ag(I) is 4–10 (Fig. 6B). So, in this work, a molar ration of
BSA/CdTe = 6 was chosen to run the assay. Very recently, Wang
t al. [19] reported that the dBSA-coated CdTe QDs purified by
olumn chromatogram could be effectively quenched by Ag(I)

C
t
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nd Cu(II), this is possible because the purification process lead
o the partial dissociation of dBSA from the QD surface, and
uenchers can bind onto the exposed part of the core. So, some
xcessive dBSA molecules may be essential for eliminating the
nterferences of Ag(I) and Cu(II) ions.

Fig. 2B indicates the dBSA-coated CdTe QDs have good
electivity for Hg(II). Following the experiments, the fluo-
escence titration of dBSA-coated CdTe QDs with various
oexistence ions was conducted to further evaluate the detec-
ion selectivity. As shown in Table 2, high concentrations of
a(I), K(I), Mg(II), Ca(II), Zn(II), Mn(II), Co(II), Fe(III) and

ommon anions do not produce any noticeable effect on the
mission signals of the dBSA-coated CdTe QDs. In the Table 2
t is shown the results for the colourless complex FeF6

3−
nstead of Fe(III) because Fe(III) produced an obvious quench-
ng effect at 1.0 × 10−5 mol L−1 concentration level attributed
o an inner filter resulting from its strong absorption at the
xcitation wavelength [9]. This interference can be eliminated
y adding fluoride ions to the solution. Both previous reports
9,10,15–20] and our experimental results (Figs. 2A and 3)
howed Ag(I) and Cu(II) ions have strong quenching effect
n the Cd-based QDs. After the CdTe QDs coated by dBSA,
his quenching effect can be effectively eliminated, as described
n Fig. 2B and Table 2. The experimental results showed that
u(II) at a concentration of 3.0 × 10−6 mol L−1 and Ag(I) at a
oncentration of 4.5 × 10−6 mol L−1 had no measurable effect
n 5.0 × 10−8 mol L−1 Hg(II) measurement using dBSA-coated
dTe QDs as probes. Namely, at least 60 times higher coex-

sted Cu(II) and 90 times higher coexisted Ag(I) amounts do not
nterfere with the detection of Hg(II). Using dBSA-coated CdTe
oncentration of Hg2+: 8.0 × 10−8 mol L−1. Other conditions are the same as
hose described in the procedure.

a CC: coexisting concentration (10−7 mol L−1).
b CFI: Change of fluorescence intensity (%).
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Table 3
Comparison of the linear range and detection limit of QDs-based sensing systems for determination of Hg(II)

Probes λex/λem Linear range (10−7 mol L−1) LOD (10−9 mol L−1) Reference

l-Cysteine-capped CdS QDs 360/495 0.16–1.12 2.4 [13]
l-Cysteine-capped CdSe QDs 430/530 0.00–20 6.0 [14]
TGA-capped InP QDs 750/826 25–398 997 [30]
MPA-capped CdTe QDs 365/535 0–1.28 0.5 [12]
dBSA-coated CdTe QDs 380/541 0.12–15 4.0 This work

Table 4
Determination of Hg(II) in natural water samples

Samples Hg(II) added (10−9 mol L−1) Hg(II) founded (10−9 mol L−1)a Recovery (%)

This method AAS

Fountain water 75 82 77 109
300 313 305 104

P 80
309

3

fl
e
C
t
w
1
S
l
s
c
t

w
q
a
2
s
w
c
e
F
s
b
w
p
i
m
c

o
fi

T
s
s
m
b
i
g
s
p

4

s
b
s
f
e
I
n
h

A

F
d
I

R

ond water 75
300

a The average of five replicate determinations.

.4. Analytical performance of dBSA-coated CdTe QDs

The fluorescence spectra of dBSA-coated CdTe QDs and its
uorescence titration with Hg(II) were recorded at optimum
xperimental conditions. The fluorescence of dBSA-coated
dTe QDs is significantly decreased with increasing the concen-

ration of Hg(II). A very good linear relationship (R = 0.9995)
as observed up to Hg(II) concentration ranging from
.2 × 10−8 to 1.5 × 10−6 mol L−1 when using the well-known
tern-Volmer equation. And the detection limit, calculated fol-

owing the 3� IUPAC criteria, was 4.0 × 10−9 mol L−1. The
tandard deviation for six replicate measurements of a solution
ontaining 1.0 × 10−7 mol L−1 Hg(II) was 1.6%. The calibra-
ion equation obtained in our experiments was

I0

I
= 1 +KSVC

here I0 and I are the intensity in the absence and presence of the
uencher (Hg(II)), KSV is the Stern-Volmer quenching constant,
nd C is the concentration of the quencher, KSV is found to be
.78 × 106 mol−1. It is interesting to note that the selectivity and
ensitivity of the dBSA-coated CdTe QDs to Hg(II) detection
as unaltered after more than 2 months storage of the lumines-

ent probe in the dark, under ambient conditions, although the
mission peak shifted to blue about 15 nm (results not shown).
or comparative purpose, the analytical performance of several
elected fluorimetric methods for Hg(II) detection using QDs-
ased sensing systems is summarized in Table 3. In comparison
ith previous results, the proposed methodology possesses com-
arable or superior detection limit and linear range. However,
t must be emphasized that dBSA-coated CdTe QDs provide

uch better selectivity towards Hg(II) than that of original thiol-

apped QDs.

The proposed method was then applied for the determination
f Hg(II) in pond water and fountain water samples, which were
ltered three times through qualitative filter paper before use.
78 107
307 103

he real samples showed that Hg(II) was not present in them,
o they were spiked with standard Hg(II) solution and then the
amples were analyzed by standard addition method. The deter-
ination results were presented in Table 4. From Table 4 it can

e seen that the results of recovery for the two samples were sat-
sfied, and the proposed method determination results were in a
ood agreement with the results obtained by atomic absorption
pectroscopy (AAS) suggesting that the method is reliable and
ractical.

. Conclusions

A simple dBSA-QDs system was successfully constructed for
elective and sensitive detection of Hg(II) in aqueous solution,
ased on the strong specific quenching effect of analytes. The
trong interferences of Cu(II) and Ag(I) could be eliminated by
orming a dBSA shell layer surrounding the original QDs, which
ffectively prevented the binding of the cations onto QD core.
n comparison with original thiol-capped QDs, dBSA-coated
anoparticles were brighter, more stable against pH, and showed
igher selectivity.
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bstract

Water-compatible molecularly imprinted polymers (MIPs) were prepared in water–methanol systems for selective extraction and separation
f ciprofloxacin from human urine samples. Molecular recognition properties, binding capability, and chromatographic applications of the MIPs
ere evaluated and the results revealed the obtained MIPs have high affinity for ciprofloxacin in aqueous environment and the selectivity can be

asily controlled by adjusting the pH of mobile phase. After centrifugation, the urine samples were directly injected into the MIPs column and
iprofloxacin could be selectively retained on the column while other biological matrixes were quickly washed out. Good linearity was obtained

rom 0.1 to 100 mg L−1 (r = 0.999) with the relative standard deviations less than 3.6%. The limit of detection of the method was 0.03 �g/mL and
he recoveries were more than 94.5% at three different concentrations. Moreover, by increasing the injection volume, the detection limits of the

ethod could be improved more than 100-folds.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Molecular imprinting is a rapidly developing technique for
he preparation of polymers having specific molecular recog-
ition properties for a given compound, its analogues or for
single enantiomer [1–5]. Molecularly imprinted polymers

MIPs) are prepared by mixing the template molecule with
unctional monomers, cross-linking monomers and a radical
nitiator in a proper solvent, most often an aprotic and non-
olar solvent. After polymerization, extraction of the template
olecule reveals recognition cavities complementary to the tem-

late molecule in shape, size and chemical functionality, which
nable the resultant polymers selectively to rebind the tem-
late molecule from a mixture of closely related compounds
6,7]. As a technique for the creation of artificial receptor-like

inding sites with a ‘memory’ for the shape and functional
roup positions of the template molecule, molecular imprinting
as become increasingly attractive in many fields of chem-

∗ Corresponding author. Tel.: +82 32 860 7470; fax: +82 32 872 0959.
E-mail address: rowkho@inha.ac.kr (K.H. Row).
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stry and biology, particularly as chromatography [8], artificial
ntibodies [9], chemical sensors [10,11], and selective adsor-
ents for solid phase extraction (SPE) [12,13]. However, in the
ajority of MIPs applications, optimum synthesis and molecu-

ar recognition occurs in non-polar or low polar system, often
he one used in the polymerization process. The presence of
olar solvents, especially water, can disturb the formation of
he prepolymerization complex during imprinting procedure,
nd interactions between monomers and the template are dis-
upted easily [14–16]. Although some MIPs synthesized by the
se of specifically designed monomer–solvent combinations or
ydrophilic comonomers exhibit recognition properties under
queous conditions [17–19], the use of additional sample pre-
reatment procedures were required to remove harmful matrix
omponents and suppress the non-specific binding.

Ciprofloxacin (1-cyclopropyl-6-fluoro-1,4-dihydro-4-oxo-
-(1-piperazinyl) quinoline-3-carboxylic acid) is the most
otent fluoroquinolone antibiotic against Gram-positive and

ram-negative bacteria through inhibition of their DNA
yrase, a critical enzyme to bacterial chromosome replication
20,21]. It is used in a wide range of gastrointestinal urinary
nd respiratory tract as well as ocular and skin infections.
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Fig. 1. Molecular structure of ciprofloxacin.

onitoring the concentration and residues of such antibiotics is
uggested not only in the investigation of pharmacokinetics of
iprofloxacin but also in design and development of new antibi-
tics pharmaceutics. Although a large number of analytical
ethods have been proposed for the analysis of ciprofloxacin

n urine [22–25], the sample preparing process was considered
ery complicating and time-consuming due to biological fluids
re very complex and contain large amounts of proteins. Protein
recipitation, liquid–liquid extraction and SPE were used
outinely in pharmaceutical laboratories. In order to improve
he substantial drawback of conventional SPE, Caro et al.
26,27] prepared ciprofloxacin and enrofloxacin MIPs by bulk
olymerization using dichloromethane as porogenic solvent and
pplied it as a selective sorbent in a two-step SPE (a commercial
asis cartridge and a molecularly imprinted SPE cartridge
ere combined) to extract quinolones from urine samples. It is
ecessary to include a clean-up in the SPE protocol to enhance
he selectivity of the MIP and the urine extracts obtained after
his two-step SPE procedure were relatively clean compared
o the original samples for HPLC/MS determination. However,
hese procedures are complicate, time-consuming, and drugs

ay be partly lost in sample preparation steps.
In this work, ciprofloxacin imprinted polymers were pre-

ared in water-containing system using methacryclic acid as
onomer and ethylene glycol dimethacrylate as cross-linker

or the selective separation of ciprofloxacin from human urine
ample. The obtained imprinted polymers show high affinity to
iprofloxacin in aqueous media and were successfully applied as
pecial chromatographic stationary phase to selective separation
f ciprofloxacin from human urine samples. The present method
s simple, rapid, and the sensitivity could be greatly improved
y increasing the injection volume.

. Experimental

.1. Materials

Ciprofloxacin was obtained from Sigma (St. Louis, MO,

SA) and its molecule structure was shown in Fig. 1.
ethacrylic acid (MAA) was purchased from Kanto Chemical
o., Inc. (Tokyo, Japan) and purified by distillation. Acrylamide

AM) was from Duksan Pure Chemical Co., Inc. (Korea) and

p
t
T
f

5 (2008) 227–232

ecrystallized prior to use. Ethylene glycol dimethacrylate
EDMA) was from Tokyo Kasei Kogyo Co., Ltd. (Tokyo,
apan) and was extracted with 2.0 mol L−1 NaOH solution
nd dried over anhydroxide magnesium sulfate. �,�′-Azobis
isobutyronitrile) (AIBN) was the product of Junsei Chemical
o., Ltd. (Tokyo, Japan) and was recrystallized prior to use.
rifluoroacetic acid (TFA) was from Acros Organics (Geel,
elgium). Acetonitrile, chloroform and methanol are all of
PLC grade and from Duksan Pure Chemical Co., Ltd. (Ansan,
orea). All the other reagents used in the experiment were of

he highest grade commercially available. Double deionized
ater was filtered with 0.45 �m filter membrane before use.

.2. HPLC analysis

HPLC analysis was performed using a liquid chromatography
ystem containing a Waters 600s Multisolvent Delivery Sys-
em and a Waters 616 pump (Milford, MA, USA), a Waters
86 Tunable Absorbance UV detector (Milford), and a Rheo-
yne injection valve (5.0 mL sample loop). Autochro 2000 data
oftware (Younglin, Anyang, Korea) was used as the data acqui-
ition system. Chromatographic assay was carried out at ambient
emperature. UV wavelength was set at 280 nm.

.3. Preparation of the imprinted polymers

The ciprofloxacin imprinted polymers were prepared by
hermal-initiated polymerization within a 25 mL thick-walled
lass tube. The polymerization mixture composed of 1.0 mmol
iprofloxacin, 6 mmol MAA, 30 mmol EDMA, and 0.08 g
IBN was dissolved in appropriate porogenic solvents

methanol:water = 7:3, v/v). The solution was sonicated for
0 min and purged with helium gas for 10 min before being
ealed under helium. Polymerization was performed under 58 ◦C
n water bath for 24 h. After the polymerization, the polymers
ere grinded and sieved through 32 �m sieve, and then sus-
ended by acetone until the upper solution was clearly. Finally,
he particles were dried under vacuum and put into a column
nd washed with methanol:acetic acid (4:1, v/v) to remove the
emplates. After washing with methanol and drying in a drying
ven (50 ◦C), the particles were stored at ambient temperature
ntil use. The non-imprinted blank polymers (in the absence of
emplate) were prepared and treated in an identical manner.

.4. Binding property of the imprinted polymers

In order to investigate the binding property of the imprinted
olymers, static absorption experiment and Scatchard analysis
ere employed in this work. 20 mg imprinted particles, 3.0 mL

tandard solution with different concentrations of ciprofloxacin
ere putted into 5.0 mL flasks and oscillated in dark at room tem-

erature for 24 h. These solutions were centrifuged and filtered
hen examined for the free concentrations analysis by HPLC.
he absorption quantity (Q) was calculated by subtracting the

ree concentrations from the initial concentrations.
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in MIP. With the increasing of acetic acid or trifluoracetic acid
in mobile phase, the elution ability of mobile phase increas-
ing and ciprofloxacin begin to be eluted out, which was due
to the electrostatic and hydrophobic interactions destroyed with

Table 1
The results of Scatchard analysis
H. Yan et al. / Tala

.5. Determination of ciprofloxacin in human urine

Human urine samples were obtained from fasting healthy vol-
nteer. The samples were centrifuged for 20 min at 10,000 rpm
nd then filtered through a cellulose acetate filter (0.20 �m pore
ize, Advantec MFS Inc., CA, USA). The filtrate were col-
ected in glass containers and stored at −20 ◦C until analysis
as performed, with the minimum possible delay.
Stock standard solutions of ciprofloxacin were prepared in

ater. Further dilution steps were made by human urine. Work-
ng standard solutions were prepared by adding appropriate
olumes of ciprofloxacin solution and the volume added was
lways less than 2% of the final urine volume to preserve the
ntegrity of the samples. After aliquoting, the urine samples were
tored at −20 ◦C until analysis.

. Results and discussion

.1. Optimum of polymerized components and
olymerization conditions

In order to obtain MIPs which demonstrate specific recog-
ition ability to target molecule in water environment, MIPs
sing methacrylic acid/acrylamide as monomers and EDMA
s cross-linker were synthesized in non-polar solvent and
olar porogenic solvents especially water-containing system.
he results revealed that the imprinted polymers prepared in
ethanol–water system show better molecular recognition abil-

ty in aqueous environment than MIPs prepared in organic
olvent such as chloroform and acetonitrile. Moreover, the pro-
ortion of water in the polymerization mixtures is a critical effect
or the pore properties and surface area of the resulted polymers,
hich is due to water as porogenic solvent not only bring all the

omponents (template, functional monomers, cross-linker and
nitiator) into one phase but also creating macropore structures
n the imprinted polymers. The MIPs using methacrylic acid
s monomer show higher recognition ability to target molecule
han the MIPs prepared using acrylamide due to methacrylic acid
ave stronger electrostatic and hydrophobic interactions with
arget in polar environment. Additional, due to ciprofloxacin
uffer degradation processes under UV irradiation, so thermal-
nitiated polymerization was chosen in this work.

.2. Binding capacity of the imprinted polymers

The maximum binding capacity and dissociation constant
ere employed to evaluate the binding properties of the MIP.
he data of static absorption experiment were further processed
ith Scatchard equation:

Q

Cfree
= Qmax −Q

KD

here Q is the amount of ciprofloxacin bounded to MIP at equi-

ibrium, Qmax is the maximum binding capacity, Cfree is the
ree analyte concentration at equilibrium and KD is the disso-
iation constant. As shown in Fig. 2, the Scatchard plot was
ot a single straight line, suggesting that the binding sites in

B

H
L

Fig. 2. Scatchard analysis of ciprofloxacin MIPs.

mprinted polymers are heterogeneous in respect to the affinity
or ciprofloxacin. There are two distinct sections within the plot
hich can be regarded as straight lines, so it would be reason-

ble to assume that the binding sites can be classified into two
istinct groups with specific binding properties. The respective
D and Qmax values were shown in Table 1.

.3. Chromatographic evaluation of the imprinted polymers

To evaluate the imprinting effect of the obtained MIPs, the
mprinted particles were packed into a chromatographic column
100 mm × 4.6 mm I.D.) for further chromatographic evalua-
ion. Several different kinds of mobile phases were investigated
nd the results show that ciprofloxacin can not be eluted out the
IP column within 60 min and unrelated molecules with tem-

late such as caffeine and catechin were eluted out less than
5 min when acetonitrile, methanol, and water were used as
obile phase. To probe the selectivity of the MIP for other

tructurally related analytes, enrofloxacin was also injected at
ame condition and a very broad chromatographic peak was
bserved together with a longer retention time, which presum-
bly was related to strong contact ion pairs forming between
AA and the piperazine ring of enrofloxacin. At the same time,

iprofloxacin and enrofloxacin was quickly washed out the blank
olumn (<10 min) under the same condition, which indicated
hat the affinity of the MIP column to ciprofloxacin was due to
pecial imprinted recognition, mainly dependent on the stereo
tructures and arrangement of functional groups of the cavities
inding sites Linearity KD Qmax (mmol g−1)

igher affinity site Q/Cfree = 0.305 − 6.198Q 0.162 0.049
ower affinity site Q/Cfree = 0.0794 − 0.330Q 3.028 0.241
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ciprofloxacin. The results showed good linearity throughout
the concentration and the linear correlation equations was:
y = 1.15 × 105x + 1.81 × 103 (r = 0.9993). According to the
Fig. 3. Chromatographam of spiked urine sample.

he increasing of polarity modifiers. When the content of tri-
uoracetic acid increased to 0.5% (v/v), ciprofloxacin could be
luted out within 5 min. These values, taken together with the
lution profiles demonstrated that the MIP column has higher
ffinity to ciprofloxacin in polar environment and the retention
bility can be easily adjusted by changing the pH of mobile
hase. These characteristics give the MIP the potential as selec-
ive adsorbent used in the enrichment, separation and detection
f ciprofloxacin in biological and environmental samples.

In order to optimize the process of selectively extract and
eparate ciprofloxacin from human urine, gradient elution were
nvestigated with different proportions of water and methanol-
rifluoracetic acid as mobile phase. According to the above
esults, water was selected as mobile phase firstly due to it is
imilar to urine matrix and no toxicity. Fig. 3 shows that using
ater as mobile phase, proteins and other biological matrix could
e quickly washed out and ciprofloxacin was selectively retained
nd enriched on the MIP column. Then methanol-trifluoracetic
cid was applied as mobile phase and ciprofloxacin could be
uickly washed out. Moreover, by changing the time of gradient
lution, the retention factor of ciprofloxacin could be adjusted
reely. No interferences from the urine matrixes were observed,
hich demonstrates the special selectivity of the synthesized
IP in water environment.

.4. Pretreatment of human urine samples

The complex matrices of biological fluids make the determi-
ation of ciprofloxacin difficult at low concentration, especially
hen the analytes have to be extracted and quantified under
aximum residue limit levels. We investigated several previous
ethods to pretreatment human urine samples, such as protein

recipitation with trichloroacetic acid, methanol and acetoni-
rile, then centrifuged and analyzed by using C18 column. Due
o ciprofloxacin have low solubility in both organic and water

olution, the recoveries was not sufficient (<80%).

In order to completely eliminate matrix interferences and
oncentrate the analyte, MIPs synthesized in water-containing
nvironments were employed as selective chromatographic sta-
ig. 4. Chromatographam of human urine samples after oral administration.

ionary phase to process for human urine samples. Human
rine samples were pretreated only by centrifuged 20 min
t 10,000 rpm then injected into HPLC directly and analysis
nder gradient elution. Five randomly selected control drug-free
uman urine samples were processed directly into chromato-
raphic system and analyzed to determine the extent to which
ndogenous components may contribute to interfere with the
etention time of the drug. No peak was observed in the chro-
atogram at the same retention time with ciprofloxacin, which

ndicated all templates was already removed from polymer
atrix and no interferences for endogenous compounds were

ound in the physiological matrices.

.5. Calibration curves, accuracy, and precision

Calibration curves were constructed using the areas
f the chromatographic peaks measured at nine increas-
ng concentrations, in a range from 0.1 to 100 mg L−1 of
Fig. 5. Urine concentration–time curve of ciprofloxacin.
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Table 2
The recoveries of ciprofloxacin in three spiked urine samples (n = 5)

Spiked level

0. 8 mg L−1 4.0 mg L−1 20 m g L−1

Recoveries R.S.D. Recoveries R.S.D. Recoveries R.S.D.

C 95.8%
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iprofloxacin 94.5% 5.60%

ignal-to-noise relation rule equal to 3.0, the limit of detection
or ciprofloxacin was 0.03 �g/mL. The standard curves were
sed to calculate concentrations of ciprofloxacin in urine
ample from the measured peak area.

The accuracy and precision of the method were assessed by
erforming replicate analyses of quality control samples at three
ifferent concentrations of ciprofloxacin in five replicates in the
ame day and consecutive days. The results showed that the
ntra- and inter-assay relative standard deviations and inter-assay
elative standard deviations of the proposed method were lower
han 2.9% and 3.6%.

.6. Analysis of ciprofloxacin in human urine samples

Human urine samples were collected from healthy volun-
eer before (blank) administration and during the 24 h following
ral administration of a pharmaceutical compound containing
00 mg of ciprofloxacin. The urine samples were centrifuged
t 10,000 rpm for 20 min and then injected directly into
he chromatograph without any other pretreatment. Fig. 4
hows no interferences from endogenous of human urines
ompounds were observed. The variety of ciprofloxacin con-
entration in human urine within 24 h was shown in Fig. 5.
o investigate the recovery of this method, urine samples
ere spiked with ciprofloxacin at three different concen-

rations. The chromatographic peak areas of analyte were

ompared to those of standards at the same concentration to
rovide the recovery values and the results were shown in
able 2.

ig. 6. Chromatographam of urine samples with different injection volumes.

m
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R

3.15% 99.1% 2.68%

.7. Improve the detection limit by increasing injection
olume

Due to ciprofloxacin could be selectively retained on the
IPs column when water was used as mobile phase, so the

etention factor of ciprofloxacin could be adjusted freely by
hanging the start time of methanol-trifluoracetic acid in grade
lution. Moreover, the peak height of ciprofloxacin could be
reatly improved by increasing the injection volume. This proce-
ure likes an on-line solid phase microextraction of using water
s washing solution and methanol-trifluoracetic acid as elut-
ng solution. Fig. 6 shows that the peak height of ciprofloxacin
reatly enhanced with the injection volume increasing, proteins
nd other biological matrixes were also quickly washed out
nd no interferences were observed. When the injection vol-
me increased to 2.0 mL, the detection limit of ciprofloxacin
ould be improved 100-folds according to the peak height of
iprofloxacin at small injection volume (5.0 �L). So the trace
nalysis of ciprofloxacin in biological sample could be easy
chieved.

. Conclusion

Ciprofloxacin imprinted polymers were prepared in water-
ontaining system for selective extraction and separation of
iprofloxacin from human urine followed by high performance
iquid chromatography with UV detection. The imprinted poly-

ers show high affinity and selectivity to ciprofloxacin in
queous environment and the affinity can be easily adjusted
y control the acidity of the mobile phase. Using the MIPs as
elective chromatographic stationary phase, proteins and other
iological matrix could be quickly washed out and ciprofloxacin
as selectively retained and enriched. Moreover, by increasing

njection volume, the sensitivity and detection limit could be
reatly improved. This expedient greatly simplified the over-
ll procedure, resulting in a rapid and efficient sample analysis
hile maintaining precision and accuracy.
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bstract

The chiral resolution of three beta-blockers including propranolol, pindolol and oxprenolol, was studied by affinity electrokinetic chromatography.
he effect of various chiral selectors and some key parameters including buffer pH, buffer concentration, capillary temperature and applied voltage
ere carefully studied, respectively. At optimum condition, based on the signal-to-noise ratio of 3, the detection limits for the simple resolution

nd chiral resolution were found to be 1.0 × 10−5 and 4.0 × 10−5 M, respectively. In addition, the interactions of these beta-blockers with bovine

erum albumin (BSA) were studied and the binding constant (Ka) between BSA and each of beta-blockers were calculated. Based on linear
orrelation coefficient, it can be concluded that the binding ratio of pindolol (oxprenolol) combining with BSA is 1:1, and that the binding number
f propranolol interacting with BSA deviates one.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The resolution of chiral drugs continues to be an important
rea in pharmaceutical analysis. There are a number of analyti-
al techniques such as high-performance liquid chromatography
HPLC) which give reliable and stable assays for chiral drugs as
acemic mixtures or when single enantiomers are manufactured
1,2]. Nowadays, compared with HPLC, capillary electrophore-
is (CE) has been shown to be particularly successful in this
rea due to its several competitive advantages including higher
eparation efficiency, shorter analysis time, low cost, small vol-
mes of sample and reagents, easy changes of separation media,
tc. [3,4]. However, the usage of HPLC and CE for a particular
pplication is very dependent upon the relative merits of each
echnique to the individual assay [5].

The beta-blockers comprise a group of drugs used to treat
arious disorders associated with the circulatory system [6].

ach of these drugs possesses at least one chiral center and
n inherent high degree of enantio-selectivity in binding to the
eta-adrenergic receptor. The enantiomers of beta-blockers have

∗ Corresponding author. Tel.: +86 10 62757953; fax: +86 10 62751708.
E-mail address: zwzhu@pku.edu.cn (Z. Zhu).
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kinetic chromatography

arkedly different pharmacodynamics and pharmacokinetics in
ome cases. Numerous approaches to their chiral separations in
E have been described in recent years, primarily due to the
emand for enantiomeric purity in drug products [7–9]. The most
ommonly used chiral selectors are cyclodextrin compounds
10,11], although there is interest in a variety of other types of
electors as well, such as chiral surfactants and micelles, antibi-
tics, crown ethers, and polymeric phases. Meanwhile, another
ype of selector, i.e. protein, has received increased attention for
se as stereoselective binding agents in CE [12,13]. These pro-
eins interact with beta-blockers besides having the possibility
f discriminating a chiral molecule due to the chirality of them-
elves and this kind of interactions are similar to the process
rugs work in human body in a way. Consequently, using CE
o study the interactions between proteins and beta-blockers has
ts specific meanings.

There are two modes when proteins are chosen as chiral selec-
ors in CE: one is called affinity electrokinetic chromatography
AEKC), corresponding to the case of proteins being used as
dditives into the running buffer; and the other is called affinity

apillary electrochromatography (ACEC), corresponding to the
ase of proteins as immobilized selectors. AEKC has indeed sev-
ral advantages over ACEC. Methodological developments in
EKC are easily carried out since this technique does not require
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(EOF) significantly shortened their retention time at a descend-
ing rate of about −0.14 min/◦C (from 15 to 30 ◦C). So the higher
the temperature is, the faster the separation goes, as shown in
Fig. 3. However, a higher temperature may lead to a more obvi-
Fig. 1. Chemical structures of propranolol (PRO), pindolol (

rotein immobilization [14,15]. Furthermore, AEKC is a simple
nd feasible method for studying the interactions between drugs
nd proteins, which can be used in determining the drug–protein
inding constant [16]. Meanwhile, the use of soluble proteins
liminates the possibility of altering both structure and binding
roperties of proteins, which makes this investigation, is closer
o a real living system.

The aim of this work was to study the chiral separation of
hree beta-blockers taking advantage of the different affinities
f their enantiomers for BSA as well as their interactions each
ther by means of AEKC. The molecular structures of these
hree beta-blockers in this paper are shown in Fig. 1.

. Experimental

.1. Apparatus

All experiments were performed with a CAPEL105 CE sys-
em with water-cooling and a UV detector (Lumex, Russia).
eparations were performed in 58.5 cm (50.0 cm to detec-

or) × 50 �m i.d. uncoated fused-silica capillaries (Yongnian
ptical Fiber Factory, China). UV detection was carried out

t 220 nm. Prior to separation, the new capillary was flushed
ith 1.0 M sodium hydroxide for 10 min, then with deionized
ater for 10 min, and finally with running buffer for 15 min.
etween consecutive analysis, the capillary was flushed with
.0 M sodium hydroxide for 1 min, then with deionized water for
min, and finally running buffer for 2 min in order to improve

he reproducibility.

.2. Reagents and solutions

Propranolol (PRO), pindolol (PIN), and oxprenolol (OX)
ere purchased from Acros or Sigma. Bovine serum albumin

BSA) and hemoglobin (HB) were obtained from Sigma. All the
ther chemicals used were of analytical-reagent grade. Deion-
zed water was used to prepare the buffer and sample solutions.

.3. Procedure

The mixed solution that containing PRO, PIN and OX
0.1 mM each) was prepared with deionized water. Phosphoric

cid buffer solution (PBS) was selected as the running buffer.
rior to separation, all electrolyte solutions were filtered through
0.45 �m polytetrafluoroethylene membrane filter. All mea-

urements were carried out at least three times.

F
P
a

and oxprenolol (OX) (the asterisk (*) denotes chiral center).

. Results and discussion

.1. Separations of three beta-blockers in capillary zone
lectrophoresis (CZE) mode

First of all, normal CZE mode was used to separate these three
eta-blockers. Each of the beta-blockers was injected singly to
he capillary with the running buffer of 100 mM pH 6.9 PBS in
rder to determine the order of the peaks in their mixture. As
hown in Fig. 2, there is little difference among the retention
ime of the three beta-blockers owing to their similar structure
nd molecular weight. Actually, the amino group in blockers can
e protonated to a certain extent, which causes blockers to carry
ome positive charge under this experimental condition. For their
ixture, the order of the peaks has no much relation with their
olecular weight, but depends on their structures more closely.

n addition, from the figure, it can be found that the absorptions
f PRO and PIN are obviously stronger than OX. It is because
hey have more conjugated ring structures in comparison to OX.

The parameters in CZE mode were optimized carefully.
hen the temperature in the capillary increased, the viscosity

f the solution reduced, and the increasing electroosmotic flow
ig. 2. The separation of PRO, PIN and OX (0.1 mM each) in 100 mM pH 6.9
BS by normal CZE. Separation conditions: injection at 30 mbar for 5 s, 20 kV
pplied voltage, 25 ◦C capillary temperature.
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ig. 3. Effect of capillary temperature on the separation of PRO, PIN and OX
0.1 mM each) by normal CZE. Separation conditions: 100 mM pH 6.9 PBS,
0 kV applied voltage, injection at 30 mbar for 5 s.

us diffusion and a lower resolution besides a shorter retention
ime. From Fig. 3, it can be observed that the peaks of PIN
nd OX have overlapped considerably at 30 ◦C. That is much
orse than the case at a lower temperature. Consequently, tak-

ng account of all related factors above, we choose 25 ◦C as our
perating temperature in the experiment. But for a better reso-
ution, we can also choose 15 ◦C if a prolonged retention time
s acceptable.

Running buffer affects the separation remarkably, as shown
n Fig. 4. When the PBS concentration increased continually,
he retention time became longer and longer, and the resolution
lso became better and better. In this system, 100 mM PBS was
hosen as optimal running buffer.

The separation results are affected obviously by buffer pH

alue because of different protonization extent of amino group
n beta-blockers at different pH values. This effect should be con-
idered from two aspects: on one hand, at a lower pH, the higher

ig. 4. Effect of PBS concentration on the separation of PRO, PIN and OX
0.1 mM each) by normal CZE. Separation conditions: pH 6.9 PBS, 25 kV
pplied voltage, 25 ◦C capillary temperature, injection at 30 mbar for 5 s.
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ig. 5. Effect of buffer pH on the separation of PRO, PIN and OX (0.1 mM each)
y normal CZE. Separation conditions: 100 mM PBS, 15 kV applied voltage,
5 ◦C capillary temperature, injection at 30 mbar for 5 s.

rotonization grade of amino group gives samples a higher elec-
rophoresis velocity in the positive electric field; on the other
and, at a lower pH, a higher concentration of hydrogen ion may
ave a stronger interaction with silicon-hydroxy at the inner wall
f the capillary, which makes the net negative charge decrease
emarkably, and largely reduces EOF and prolongs the retention
ime. As shown in Fig. 5, pH 7 is obviously the optimal condition
or the separation of these blockers. In particular, it is notable
hat the separation result at pH 5 is a bit abnormal comparing
ith the case at other pH values. We suppose that EOF should
e affected by buffer pH more than the protonization extent of
mino group in beta-blockers when the pH value is lower than 6.

Methanol has been used as the additive to improve the sepa-
ation in this system. It can be found that methanol affects EOF
o a certain extent. The more methanol is added, the more obvi-
usly EOF decreases, and the more retention time is prolonged.
eanwhile, the difference of the retention time between PRO

nd OX is also getting greater with that between PIN and OX
eing reduced. Actually, methanol has no remarkable advantage
or improving the separation effect. Considering the next inves-
igation being focused on the interaction with BSA, a little even
o methanol should be added.

In a word, considering all those factors above, the optimal
onditions for baseline separation of the three beta-blockers in
ormal CZE mode are as follows: 30 mbar injection for 5 s,
5 kV applied voltage, 15 ◦C capillary temperature, 100 mM
BS (pH 6.9), as shown in Fig. 6. Under these conditions, the
etermination limit was 1.0 × 10−5 M based on the signal-to-
oise ratio of 3.

.2. Chiral separations of three beta-blockers in AEKC
ode
We have tried G1 dendrimers and some biomoleculars includ-
ng l-tyrosine, cytochrome c, hemoglobin, fish sperm DNA as
hiral selective reagents in order to resolve these three beta-
lockers. And also, we attempted to reverse the voltage with
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ig. 6. The separation of 0.1 mM PRO, 0.1 mM PIN and 0.3 mM OX in 100 mM
BS (pH 6.9) by normal CZE. Separation conditions: injection at 30 mbar for
s, 15 kV applied voltage, 15 ◦C capillary temperature.

eta-CD in micellar electrokinetic chromatography (MEKC)
ode, but all the above methods did not bring about perfect res-

lution effects. Only if bovine serum albumin (BSA) was added,
he enantiomers of PRO and OX were discriminated from each
ther, as shown in Fig. 7. Unfortunately, PIN still could not
e resolved by BSA due to minor difference between its enan-
iomers when interacting with BSA. Obviously, because of the
nteraction between BSA and the chiral drugs, the retention time
f the three beta-blockers were prolonged, and the peaks had a
ittle tailing, comparing with the case of absence of BSA in
unning buffer.

As shown in Fig. 8, the separation results were improved

hen increasing the BSA concentration. When it reached
.10 mM, (±)-PRO and (±)-OX could be baseline separated.
owever, when the sample concentration was fixed, BSA at a

oo high concentration did not result in a higher resolution, but

ig. 7. The separation of 0.1 mM (±)-PRO, 0.1 mM PIN and 0.3 mM (±)-OX
n 100 mM PBS (pH 6.9) containing 0.1 mM BSA in AEKC mode. Separation
onditions: injection at 30 mbar for 5 s, 20 kV applied voltage, 25 ◦C capillary
emperature.
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.1 mM PIN and 0.3 mM (±)-OX in 100 mM PBS (pH 6.9) in AEKC mode.
eparation conditions: injection at 30 mbar for 5 s, 20 kV applied voltage, 25 ◦C
apillary temperature.

more background noise and more serious tailing peaks. So
he BSA concentration of 0.1 mM is appropriate for separation.

eanwhile, buffer pH was still fixed to 6.9 based on the follow-
ng reasons: (1) pH 6.9 is close to physiological condition and
hat is helpful for us to investigate BSA interacting with block-
rs; (2) CZE experiments confirmed that good separating results
ould be got at this pH.

Similarly, the concentration of PBS in the running buffer also
as great effect on the separation under a fixed concentration of
SA and a fixed buffer pH. In this system, 70 mM PBS (pH
.9) containing 0.1 mM BSA can resolve (±)-PRO and (±)-OX
ith a better resolution than other concentrations. The detail

esolution data are summarized in Table 1.
Considering all those factors above including instrumental

arameters, we found the optimal conditions for the resolution
f the three beta-blockers in AEKC mode as follows: 30 mbar
njection for 5 s, 20 kV applied voltage, 25 ◦C capillary tempera-
ure, 70 mM PBS (pH 6.9) containing 0.1 mM BSA. Under these
onditions, the determination limit was 4.0 × 10−5 M based on
he signal-to-noise ratio of 3.

.3. Calculation of binding constants Ka between BSA and
nantiomers of the three beta-blockers
Drug–protein interactions are determining factors in the ther-
peutic, pharmacodynamic, toxicology and so on. Obviously,

able 1
esolution of (±)-PRO and (±)-OX in different concentration of PBS containing
.1 mM BSA in AEKC mode

PBS (mM) R(±)-OX R(±)-PRO

00 0.7 1.0
70 1.1 1.1
50 0.7 1.0
30 0.4 1.0
10 Unseparated Unseparated
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Table 2
Experimental results for the Ka of beta-blockers and BSA

beta-Blocker Ka (L/mol) r

PIN 1.8 × 105 0.9895
S-OX 1.8 × 105 0.9890
R-OX 1.7 × 105 0.9879
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[
[
[
[

171.
[15] M.A. Martinez-Gomez, R.M. Villanueva-Camanas, S. Sagrado, M.J.

Medina-Hernández, Electrophoresis 26 (2005) 4116.
-PRO 1.3 × 105 0.9655
-PRO 1.2 × 105 0.9648

rugs as the sample can combine with proteins as a buffer addi-
ive in the capillary, thus it is possible that the change of the

oving velocity of drugs can be used to calculate the binding
onstant between drugs and proteins in AEKC. It is assumed
hat drugs (D) and proteins (P) only produce a simple complex:

+ P = DP (1)

nd f is defined as the ratio of DP in total D:

= cDP

cD + cDP
(2)

As DP has different moving velocity from D, it means differ-
nt electrophoresis mobility,

P
D = (1 − f )μD + fμDP (3)

hereμP
D is the electrophoresis mobility of D at a certain protein

oncentration (CP),μD is the mobility of D without protein, and
DP is the mobility of DP. From Eq. (3), the following equation
an be deduced:

= μP
D − μD

μDP − μD
(4)

Additionally, the binding constant (Ka) between D and P is:

a = cDP

cDcP
(5)

Introducing Eq. (5) into (2) leads to:

1

f
= 1

KacP
+ 1 (6)

Combining Eqs. (4) and (6), the following equation can be
btained:

1

�μP
D

= 1

Ka�μmax

1

cP
+ 1

�μmax
(7)

here �μP
D = μP

D − μD, �μmax =μDP −μD.
Based on Eq. (7), the experiments can be designed that a

eries of D mobility (μP
D) are determined when P concentra-
ion is changed and D concentration is fixed. After the linear
egression of 1/�μP

D to 1/CP, the resulting intercept and slope
f the regression line are 1/�μmax and 1/Ka�μmax, respectively.
bviously, their ratio is Ka.

[

5 (2008) 222–226

Table 2 shows the binding constants (Ka) between BSA and
nseparated PIN, enantiomers of (±)-PRO and (±)-OX, which
re calculated according to Eq. (7). Based on linear correlation
oefficient, it can be concluded that the suppose of PIN (OX)
nd BSA combining with the binding ratio of 1:1 is reasonable,
ut the binding number of PRO interacting with BSA deviates
ne. It still needs further careful investigation.

. Conclusions

Propranolol, pindolol and oxprenolol can be determined with
high speed and efficiency by CE, and baseline separation can
e achieved in normal CZE mode. When bovine serum albumin
BSA) is used as a buffer additive, the enantiomers of propra-
olol and oxprenolol can be chirally separated by AEKC, and the
inding constants (Ka) between BSA and the three beta-blockers
re calculated. Use of AEKC to studying the interaction of
lockers enantiomers with protein confirmed a good and unique
pproach.
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bstract

A capillary electrophoresis method coupled with electrochemiluminescence detection for the analysis of quinolizidine alkaloids was established,
specially, oxymatrine (OMT) which could not be measured by previous electrochemiluminescence methods was detected sensitively herein.
omplete separation of sophoridine (SR), matrine (MT) and OMT was achieved within 13 min using a background electrolyte of 50mM phosphate
uffer at pH 8.4 and a separation voltage of 15 kV. The calibration curves showed a linear range from 2.8 × 10−8 to 4.4 × 10−7 M for SR, 2.7 × 10−8
o 4.4 × 10−7 M for MT, and 2.5 × 10−7 to 4.0 × 10−6 M for OMT, respectively. The relative standard derivations for all analytes were below 3.1%.
ood linear relationships were showed with correlation coefficients for all analytes exceeded 0.987. The detection limits were 1.0 nM for SR and
T, and 40 nM for OMT under the optimal conditions, respectively. The developed method was nearly harmless to the human and environment.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Sophora flavescens Ait., a typical traditional Chinese medic-
nal herb, has been used for treatment of various diseases in
hina as antifebrile, diuretic, anthelmintic and antidote [1]. The

oots of S. flavescens Ait. are known to contain quinolizidine
lkaloids as bioactive constituents [2]. A simple and efficient
ethod for determination of these components is prerequisite to

ffectively utilize the plant. Up to now, a number of methods have
een developed, including thin-layer chromatography (TLC)
3], high performance liquid chromatography (HPLC) [4–6],
apillary electrophoresis (CE) [7,8], gas chromatography–mass
pectrometry (GC–MS) [9], etc. In recent years, the elec-

rochemiluminescence (ECL) method using Ru(bpy)3

2+ has
ecome an attractive detection means for alkaloids [10,11]. The
ethod of HPLC coupled with ECL to examine quinolizidine

∗ Corresponding author. Tel.: +86 431 8526 2003; fax: +86 431 8568 9711.
E-mail address: ekwang@ciac.jl.cn (E. Wang).

t
fl
i
w
o
[

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.10.003
ine; Sophoridine

lkaloids was adopted by Yi et al. [12], because quinolizidine
lkaloids contain tertiary amine functional groups that could
eact with Ru(bpy)3

2+ to produce ECL.
Knight and Greenway [13] reviewed the effect of substituent

ttached to the nitrogen atom in amines. Generally, electron-
ithdrawing substituent, e.g. oxygen group, attached to the
itrogen atom caused its carrying charge from negative to
ositive, which destabilize electro-oxidation product, positive
itrogen radical ion, reduces the ECL activity of the compound.
he bright light emission could be obtained for MT in the exper-

mental condition. However, the emission of OMT could not be
easured due to an oxygen group attached to the nitrogen atom

n the molecular structure of OMT [14].
According to Chinese Pharmacopoeia [15], the total con-

ent of MT and OMT is a quality control of evaluating S.
avescens. Thus, a method detecting MT and OMT together

s required. Previously the authors developed a HPLC method
ith Ru(bpy)3

2+ ECL detection for quinolizidine alkaloids
f MT, SR, and sophocarpine, but OMT was not detected
12]. Unlike the HPLC coupling with ECL detection, the
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E–ECL is an attractive approach for the analysis of alka-
oids with low detection limit and wide linear working range
10,16].

The present study is intended to develop a CE–ECL assay for
etermination of SR, MT, and OMT simultaneously. In addition,
e investigated the influence of the detection potential, buffer pH

n detection reservoir and separation buffer pH on migration time
nd separation resolution between analytes. Using this method,
e successfully determined the above three alkaloid components

n S. flavescens Ait.

. Experimental

.1. Materials and reagents

The standard samples of SR, MT, and OMT (Fig. 1) were
upplied by the National Institute for the Control of Phar-
aceutical and Biological Products of China (Beijing, PR
hina). Ru(bpy)3Cl2·6H2O was obtained from Sigma–Aldrich

St. Louis, MO, USA). All other reagents were of analytical
rade. Water (≥18.2 M�) used throughout the experiments was
enerated by a Milli-Q water purification system (Millipore,
edford, MA, USA). All solutions for CE were stored in the

efrigerator at 4 ◦C prior to use. The solutions were made up to
olume with appropriate buffer.

.2. Apparatus

A CE–ECL detection system (Xi’an Remex Electronics Co.
td., Xi’an, China) was used [10]. Data acquisition and record-

ng of electropherograms were accomplished with a MPI-A
oftware. Fused-silica capillaries (25 �m i.d., 360 �m o.d.) were
he products of Yongnian Photoconductive Fibre Factory, Hebei
rovince, China. The construction of the ECL detection cell has
een presented in a previously published work [17], in which
500 �m diameter Pt disc electrode, a Pt wire counter elec-

rode, and an Ag/AgCl reference electrode were situated. A
igh-voltage power supply (Shanghai Nucleus Institute, Shang-
ai, China) was used to supply high voltage for the injection

nd separation of samples. The capillary was rinsed with 0.1 M
aOH for 20 min, followed by water and running buffer for
min each. The running electrolyte was refreshed after every
0 runs.

Fig. 1. Molecular structures of three quinolizidine alkaloids.
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.3. Preparation of standard solutions

Stock standard solutions of three quinolizidine alkaloids were
repared by dissolving each in methanol to concentration of
00 �g/ml. All solutions were stored in the refrigerator at 4 ◦C
or 1 month, and the working solutions were diluted by running
uffer and filter through 0.22 �m membrane before use.

.4. Preparation of herbal drug extract

A 20 mg amount of pulverized S. flavescens Ait. was
eighted accurately in a 50-ml flask. Forty millilitres chloro-

orm and 0.5 ml of ammonia water were exactly added and then
eighted again correctly. After staying overnight, it was sub-

ected to ultrasonication at room temperature for 30 min. The
olution was cooled down to ambient temperature and then made
p to the weight with chloroform and mixed up. Accurately 20 ml
f the successive filtrate was evaporated to dryness in vacuum,
he residue was dissolved with methanol into a volumetric flask
nd adjusted to the volume of 10 ml. This solution was passed
hrough a 0.22 �m membrane filter prior to use.

. Result and discussion

.1. Voltammetric analysis

To our Knowledge, MT and SR produce strong luminescence
n the presence of Ru(bpy)3

2+ in an aqueous alkaline buffer solu-
ion, while OMT trends to reduce the ECL activity as stated due
o the oxygen atom bonded to the nitrogen atom [12,14]. When
u(bpy)3

2+ was oxidized to Ru(bpy)3
3+ at a glassy carbon elec-

rode, the strong reducing intermediate (radical ions) resulting
rom MT or SR produces the excited state, Ru(bpy)3

2+*, by
n electron transfer reaction with trivalent ruthenium species.
yclic voltammetry (CV) was performed in 0.1 M phosphate
uffer (pH 8.0). The anodic current intensity of Ru(bpy)3

2+

as increased in the presence of MT or SR. The evidences
howed that oxidized Ru(bpy)3

2+ reacted with MT or SR, which
bviously increased the oxidation rate of Ru(bpy)3

2+ on the Pt
lectrode, in alkaline solution.

The N-oxide of OMT without a tertiary amine functional
roup in the molecule, however, could not be measured by
u(bpy)3

2+ ECL condition from the point of view of some
uthors [14]. While in the cyclic voltammograms in this experi-
ent, an electrochemical catalytic wave could be obtained in the

resence of OMT, though there was a relatively minor anodic
urrent increase by OMT compared with those by SR or MT
Fig. 2). Thus, Ru(bpy)3

2+ ECL was supposed to detect OMT.
his phenomenon was further confirmed by electropherograms
s shown in Fig. 5.

The problem with the weak of luminescence for OMT can be
olved by optimal selection for the type, concentration and pH of
he buffer in detection reservoir, and detection potential. Finally,

nalytical conditions such as separation buffer concentration and
H were optimized for achieving most favorable separation effi-
iency, peak shape, sensitivity, and duration of the CE–ECL
nalysis.
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Fig. 2. Cyclic voltammograms of Ru(bpy)3
2+, SR, MT and OMT on a plat-

inum disc electrode (500 �m diameter). Potential sweep rate was 100 mV/s.
Voltammogram (a) 5 mM Ru(bpy)3

2+ + 50 mM phosphate buffer (pH 8.4); (b)
4
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Fig. 3. Effect of detection potential on ECL intensity of the analytes. (a) ECL
intensity of 4.4 × 10−6 M SR; (b) ECL intensity of 4.4 × 10−6 M MT; (c) ECL
intensity of 4.0 × 10−5 M OMT. Conditions: Electrokinetic injection: 10 s at
1
r
o

a
p
f

3

of the analytes, but also the electroosmotic flow (EOF) inside the
capillary, which results in different migration times for analytes.
The separation resolution (Rs) between SR and MT is calculated
with the following equation: Rs = 2(t2 − t1)/(Wb1 + Wb2), where

Fig. 4. Effect of buffer pH in detection reservoir on ECL intensity of the analytes.
(a) ECL intensity of 4.4 × 10−6 M SR; (b) ECL intensity of 4.4 × 10−6 M MT;

−5
.0 × 10−5 M OMT + 5 mM Ru(bpy)3
2+ + 50 mM phosphate buffer (pH 8.4); (c)

.4 × 10−6 M MT + 5 mM Ru(bpy)3
2+ + 50 mM phosphate buffer (pH 8.4); (d)

.4 × 10−6 M SR + 5 mM Ru(bpy)3
2+ + 50 mM phosphate buffer (pH 8.4).

In the cyclic voltammograms, the Ru(bpy)3
2+/Ru(bpy)3

3+

ouple displayed electrochemical catalytic CV wave on the Pt
isc electrode, whereas SR, MT, or OMT did not show an obvi-
us electrochemical response in the potential range from 0 to
1.35 V. When CV of Ru(bpy)3

2+ was repeated in the presence
f SR, MT or OMT, electrochemical catalytic waves produced by
he reduction of Ru(bpy)3

3+ by SR, MT or OMT were observed
Fig. 2, voltammograms d, c and b). These evidences suggest that
he addition of quinolizidine alkaloids in Ru(bpy)3

2+solution
bviously increased the oxidation rate of Ru(bpy)3

2+on the
lassy carbon. The cyclic voltammograms compared, a lesser
nodic current increase (from 1.11 to 1.18 �A) was produced
esulting from the reduction of Ru(bpy)3

3+ by OMT (Fig. 2a),
hereas the anodic current increases were from 1.10 to 1.20 �A

or SR (Fig. 2d) and from 1.11 to 1.20 �A for MT (Fig. 2c),
espectively.

.2. Selection of detection potential

Since the electrochemiluminescence reaction is voltage
ependent, so we measured the ECL intensity at a various
pplied potentials to determine the optimum potential for the
CL of SR, MT and OMT. The highest ECL intensity obtained
as at 1.2 V as shown in Fig. 3, so the most sensitive detection
otential for SR, MT and OMT should be maintained at 1.2 V.

.3. Selection of optimum pH in the detection reservoir

In order to obtain the optimal sensitivity of the analytes in
E–ECL system, the buffer pH value in the detection reservoir is

crucial factor. The effect of buffer pH in the detection reservoir
as studied in a pH range from 6.0 to 10.0 in 0.4 pH units. As

hown in Fig. 4, the highest ECL intensity of SR, MT was at pH
.2, whereas the ECL intensity of OMT reached a peak value

(
c
E
t
3

0 kV. 5 mM Ru(bpy)3
2+ and 50mM phosphate buffer at pH 8.4 in the detection

eservoir. Separation voltage: 15 kV. Each point in the line of (a–c) is the average
f at least three scans with error bars at 2.5%, 3.1% and 3.1%, respectively.

t pH 8.4. To obtain good sensitivity for OMT, the appropriate
hosphate buffer of pH 8.4 in the detection reservoir was used
or the whole experiments.

.4. Selection of separation buffer pH

The separation buffer pH influences not only the net charge
c) ECL intensity of 4.0 × 10 M OMT. Conditions: 50 mM phosphate buffer
ontaining 5 mM Ru(bpy)3

2+ in the detection reservoir. Detection voltage: 1.2 V.
lectrokinetic injection: 10 s at 10 kV. Separation voltage: 15 kV. Each point in

he line of (a–c) is the average of at least three scans with error bars at 4.1%,
.5% and 4.0%, respectively.
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1 and t2 are the migration times of SR and MT, respectively, Wb1
nd Wb2 are the peak widths of SR and MT measured at the base-
ine. When the buffer pH from 6.0 to 8.0 was used, the peaks
f SR and MT overlapped partially. The buffer pH increased,
he two peaks separated partially. When the pH reached over
.4, the three peaks of SR, MT and OMT got baseline separa-
ion (Rs(SR/MT) = 1.08). In order to meet the optimum pH 8.4 in
he detection reservoir, the separation phosphate buffer pH was
elected at 8.4 in further experiments.

.5. Reproducibility, linearity, detection limits of SR, MT
nd OMT

Under the optimal conditions, namely ECL detection at 1.2 V,
eparation voltage at 15 kV, 50 mM phosphate buffer at pH 8.4,
lectrokinetic injection for 10 s at 10 kV, 5 mM Ru(bpy)3

2+ and
0 mM phosphate buffer at pH 8.4 in the detection reservoir, a
tandard mixture solution containing SR (4.4 × 10−6 M), MT
4.4 × 10−6 M) and OMT (4.0 × 10−5 M) was electrokinetic
njection consecutively six times to determine the reproducibil-
ty of ECL intensity based on peak height and migration time
or the alkaloids. Relative standard derivations (R.S.D.) of the
igration time (s) and the ECL intensity (counts) were 1.17%

nd 2.68% for SR, 1.08% and 3.06% for MT, 1.71% and 5.70%
or OMT, respectively. The high reproducibility indicates that
his method is accurate for detection of quinolizidine alka-
oids. To investigate the detection linearity of the alkaloids by
E–ECL, a series of standard mixture solutions containing three
lkaloids were tested. The relationships between ECL inten-
ity and the concentration of SR, MT and OMT are shown in
ig. 5. With the increase in SR concentration, the ECL inten-
ity increases dramatically within 2.8 × 10−8 to 4.4 × 10−7 M,
hen the intensity increase becomes smaller within 8.8 × 10−7

o 3.6 × 10−6 M, which indicates that the 4.4 × 10−7 M of SR
eacting with Ru(bpy)3

3+ was close to the maximum. The simi-
ar phenomena were obtained for MT and OMT. The maximum
CL intensities were at 4.4 × 10−7 M for MT, 4.0 × 10−6 M

or OMT, respectively. The calibration equations and regres-
ion coefficients were: y = 8.23x + 122.30 and R = 0.987 for SR,
= 8.65x + 111.85 and R = 0.991 for MT, y = 0.98x + 29.45 and
= 0.993 for OMT in terms of peak height response as a function
f analyte concentration. Detection limits of 1.0 nM for SR and
T, and 40 nM for OMT were obtained (S/N = 3). Comparison

f the proposed method with other methods is listed in Table 1.
ence, CE–ECL is a sensitive method for determination of SR,
T, and OMT.

v

n
7

able 1
omparison of various methods for determination of SR, MT and OMT

ethod Detection limit (M)

SR MT OMT

PLC-FD – 3.2 × 10−6 –
PLC-UV – 8.0 × 10−9 –
PLC-UV 3 × 10−6 4 × 10−6 3 × 10−6

PLC–ECL 4.0 × 10−9 1.2 × 10−8 –
E–ECL 1.0 × 10−9 1.0 × 10−9 4 × 10−8
0 kV. 5 mM Ru(bpy)3
2+ and 50mM phosphate buffer at pH 8.4 in the detection

eservoir. Running buffer: 50 mM phosphate buffer (pH 8.4). Detection voltage:
.2 V. Separation voltage: 15 kV.

.6. Analytical application

The developed CE–ECL method was employed for the deter-
ination of SR, MT and OMT in the extract of S. flavescens

nder the optimized conditions. Identification of the three
nalytes in herbal extracts was confirmed by comparing the
lectropherograms of the extracts with that of the extracts
piked with SR, MT, or (and) OMT, where the increase of
eak height at certain migration time was directly proportional
o the amount spiked with SR, MT, or OMT. Fig. 6 shows

typical electropherogram of the herbal extract described in
ection 2.4 with the optimized conditions. The three alka-

oids were identified matching their normalized migration times
ith those of a standard solution. As the figures show, the

nalytes are visible as neat electrophoretic peaks without inter-
erence.

The content of three alkaloids in the herbal extract was deter-
ined by the developed CE–ECL method with the condition as

ollows: electrokinetic injection: 10 s at 10 kV; running buffer:
0 mM phosphate buffer (pH 8.4); 5mM Ru(bpy)3

2+ and 50 mM
hosphate buffer at pH 8.4 in the detection reservoir; detection

oltage: 1.2 V; separation voltage: 15 kV.

The contents of SR, MT, and OMT were (mean ± R.S.D.,
= 3) at 0.38 ± 0.03 mg/g, 0.49 ± 0.02 mg/g and
.49 ± 0.10 mg/g, respectively.

R.S.D. (%) Reference

SR MT OMT

– 1.0 – [4]
– <4.0 – [5]
4.6 1.8 4.9 [18]
3.2 2.5 – [12]
2.5 3.1 3.1 This paper
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Fig. 6. Electropherograms of standard mixture and the extracted sample. (a)
Methanol; (b) the standard mixture: SR (4.4 × 10−6 M), MT (4.4 × 10−6 M)
and OMT (4.0 × 10−5M) dissolved in methanol; (c) the extracted sample; (d) the
extracted sample spiked with SR (2.2 × 10−6 M), MT (2.2 × 10−6 M) and OMT
(2.0 × 10−5 M). (1) SR; (2) MT; (3) OMT; (4 and 5) unknown compounds in
the extract. Conditions: Electrokinetic injection: 10 s at 10 kV. 5mM Ru(bpy)3

2+

and 50 mM phosphate buffer at pH 8.4 in the detection reservoir. Running buffer:
5
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0 mM phosphate buffer (pH 8.4). Detection voltage: 1.2 V. Separation voltage:
5 kV.

. Conclusion

This is the first report to describe the determination of OMT
y CE–ECL. All relevant operational parameters have been opti-

ized for the adopted experiment described in this paper. The

ssay is proved simple, sensitive and practicable, which may be
sed for the quantitative determination of quinolizidine alkaloids
n some natural product samples.
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bstract

Separation and determination of dopamine and epinephrine with end-channel electrochemical (EC) detection integrated on a native printed
icrochip capillary electrophoresis (CE) system was investigated. Factors influencing the separation and detection were investigated and optimized.

esults show manipulating EOF, which can be easily achieved by adjusting buffer pH, is a simple and effective way to achieve the baseline separation
f dopamine and epinephrine in native polymeric microchips. Without surface modification of microchannel, printed microchips with advantages
f low cost and easy preparation can achieve high performance like other microfluidic devices.

2008 Published by Elsevier B.V.
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. Introduction

Since 1990s, microfluidics has become an important field
f analytical chemistry due to its advantages over conventional
nalysis methods, such as rapid speed, low reagent consumption,
ore environmentally appealing, and its potential portability

nd disposability [1–3]. The microfluidic devices developed in
he early years were mostly fabricated from silicon and glass
sing photolithography and etching techniques [4,5]. However,
hese fabrication processes are costly (ca. $200 for a research
hip), time-consuming and labor intensive. In most of the
ases, clean-room conditions are usually required. The fabri-
ated microfluidic devices are also fragile and mass production
s not easy to be achieved. Recently, these materials have been

ainly displaced by plastics [6]. Polymeric microchips are of
ncreasing interest because they offer attractive mechanical and

hemical properties, low cost (ca. $2 for a research chip), ease of
abrication, biocompatibility, and higher flexibility [7,8]. Such
olymeric chips have been fabricated using laser ablation [9,10],

∗ Corresponding author. Tel.: +86 25 83597436; fax: +86 25 83597436.
E-mail address: xhxia@nju.edu.cn (X.-H. Xia).
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039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.10.025
emical detection

lasma etching [10], imprinting [11], hot embossing [12], injec-
ion molding [13], and compression molding [14] techniques.
owever, special fabrication instruments are still required for
ost polymeric microchips, which restricts their application in

ommon laboratories. Lago et al. further simplified microfab-
ication procedures [15,16] and proposed a very simple and
onvenient microfabrication process based on direct printing
or mass production of microfluidic devices at very low cost
ca. 4 cents for a research chip). Since dozens of devices can
e printed on a transparent film sized A4, average fabrication of
ne device is less than half an hour which dramatically shortens
he fabrication time. We have improved this fabrication method
nd investigated the electroosmotic flow (EOF) characteristics
n such chips [17]. Besides, we have also extended this simple
ethod to fabricate micromixer [18], enzyme microreactor [19],

nd electrophoresis microchip for the analysis of acetaminophe-
ol and its hydrolysate [20].

Dopamine and epinephrine have been widely investigated on
icrochip capillary electrophoresis of different substrates, such
s glass [21–23], PDMS [24], PDMS/glass [25]. They can be
ell separated on a glass chip but failed on other type chips.
o improve separation efficiency, the most adopted methods
re to modify channel surface. Chen et al. modified the PDMS
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Fig. 1. Schematic layout of a printed microchip and home-made plexiglass
holder integrated with a three-dimensional micromanipulator. (A) Plastified
printed microchip: (a) sample reservoir; (b) buffer reservoir; (w) sample waste
reservoir; (c) injection crossing; (d) end-channel detection point and (e) plas-
tification film. Separation channel, total length bd = 6 cm; effective length,
cd = 5 cm; injection channel, aw = 2 cm (not to scale). (B) Side three-dimensional
view of the home-made plexiglass holder integrated with a three-dimensional
micromanipulator: X-, Y-, Z-direction adjustor; (o) working electrode hole; (f)
auxiliary electrode hole; (h) reference electrode hole and (g) CE ground electrode
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urface with gold nanoparticles [26] and proteins [27,28] for
educing the adsorption of analytes on the channel surface, and
hus satisfactory separation of the two analytes was obtained.
imilar results were achieved by modifying the PDMS surface
ith silica nanoparticles [29]. These modification procedures

re somewhat inconvenient for chip preparation. Adjustment
f pHs of running buffer is a simple and effective method in
ommon capillary electrophoresis. However, such a simple way
as seldom adopted in microchip electrophoresis [17,20,22].

n this paper, pH of running buffer was optimized to obtain
ffective separation of the two analytes on an integrated printed
icrochip. Other factors of separation voltage, detection poten-

ial and injection time influencing the separation and detection
ere also investigated for achieving optimal separation and
etection of the analytes. Results showed the pH is a dominant
actor in separation on unmodified polymeric electrophoresis
hips, which is consistent with our previous studies [20,30].
nder optimum conditions, dopamine and epinephrine could
e effectively separated and detected within 180 s. Compared
ith other unmodified chips in literatures, the resolution is bet-

er than that of other unmodified polymeric chips [26,28] and
imilar to those of glass chip [22] and modified polymeric chips
26,28,29]. Though the separation time is somewhat longer than
he above mentioned methods, it is a practical alternative with
ery low cost of chip materials, ease of preparation.

. Experimental

.1. Materials and reagents

Transparency films, poly(ethylene terephthalate) (PET,
00 �m thick) were used as the base material of electrophoresis
icrochips (STD Printing Materials Limited Company, Suzhou,
hina). Another PET sheet of 80-�m thick covered with a
-�m thick adhesive polyethylene adhesive on one side was
sed for final plastification of the PET-toner chips. All solvents
nd reagents were of analytical grade. The stock solutions of
opamine (Sigma, USA) and epinephrine (Sigma, USA) were
repared by dissolving the reagents in a 1 mM HClO4 aqueous
olution to reach the final concentration of 10 mM. Both stock
olutions of dopamine and epinephrine were kept at 4 ◦C. Sam-
le solutions were prepared by diluting the stock solution with
unning buffer prior to use. 50 mM phosphate buffer solutions
PBS) with different pH served as running buffer. All aqueous
olutions were prepared from deionized water (18 M�, PURE-
AB Classic, PALL, USA). All solutions were passed through
0.22 �m cellulose acetate filter (Xinya Purification Factory,
hanghai, China) before electrophoresis measurements.

.2. Fabrication of microchips

The basic procedures used to fabricate microchips have been
escribed previously in detail [17–20,30]. In brief, the layout of

he microchip capillary electrophoresis was designed using the
omputer software Adobe Illustrator 10.0 and was printed on a
ransparency film with blank region as the channels. Then, two
rinted films with mirrored images were laminated together by

w
a
v
t

ole. (C) Top view of the holder and printed microchip. WE: working electrode;
E: counter electrode; RE: reference electrode; GE: ground electrode; HV: high
oltage; PC: personal computer.

heating laminator, producing the channels with access holes.
nother two adhesive sheets of PET with access holes at the

orresponding places were finally laminated over the PET toner
icrochip for increasing the performance stability. The layout
as printed out on an EPL 5800 Laser Printer (Epson, Japan)
ith the toner cartridge S050010 at 1200 dots per inch (dpi). The
eometry of microchip is shown in Fig. 1A. Its total separa-
ion channel length is 6 cm with an efficient length 5 cm and an
njection channel length 2 cm.

.3. Electrophoresis procedures

Fig. 1 shows the schematic representation of the setup
or microchip electrophoresis integrated with electrochemical
etection. For each new microchip, the channels were washed in
equence with deionized water, 50% (v:v) ethanol, 1.0 M NaOH
nd deionized water each for 2 min. Then, they were rinsed with
uffer solution for several minutes. Electrophoresis experiments
ere carried out by a laboratory-made voltage power supplier

ith a voltage range between 0 and +5000 V. The applied volt-

ge could be automatically controlled by a personal computer
ia an AD/DA converter. The separation current could be real
ime monitored and the corresponding data could be saved in
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Table 1. The remarkable decrease of μef results in the improve-
ment of Rs (according to equation (1)). Fig. 2 shows the effect
of buffer pH on the separation efficiency of dopamine and
epinephrine. The electropherograms obtained from dopamine
H. Yu et al. / Tala

ext files. The running buffer was introduced directly into the
eservoirs and flushed through the channels under vacuum for
everal minutes. Then, voltages were applied to the separation
between b and d) and injection channels (between a and w),
espectively, for several minutes until the separation and injec-
ion currents leveled off. The electrochemical detection reservoir
as also restocked with fresh buffer. The buffer reservoirs (b and
) and the sample reservoir (a) were restocked with fresh buffer

nd fresh sample, respectively. The injection was carried out by
pplying a high voltage (HV) to the sample reservoir for a given
ime via the Pt electrodes (dia. 0.3 mm) connected to a HV power
upplier, with the sample waste reservoir (w) grounded and the
ther reservoirs floating. Once sample injection was completed,
eparation voltage was applied to the buffer reservoirs (b and d)
ith the detection reservoir (d) grounded and the other reservoirs
oating.

.4. EOF measurements

The current monitoring method was used to measure the EOF
n a 5-cm long PET channel (200 �m wide and 10 �m deep)
nder electric field strength of 120 V/cm. All reservoirs were
lled with buffer. Voltage was applied to the separation chan-
el for several minutes until the separation currents leveled off.
he buffer was then changed with dilute buffer (buffer:water

v:v) = 9:1), and the potential was reapplied. The time required
or the appearance of new leveled off electrophoresis current
as measured for each run, which indicated that the diluted
uffer filled the separation channel. The running electrolyte for
lectrophoresis experiments was phosphate buffer (pH 2.5–6.5).

.5. Electrochemical detection

A 10 �m Pt microelectrode sealed in a Pyrex tube (Shanghai
henhua Instrument Company, Shanghai, China) was used as

he working electrode for detection. Before use, the electrode
as polished with 0.05 �m alumina powder, rinsed with deion-

zed water. Then, the electrode was cleaned by potential scanning
etween −0.2 and 1.2 V against the Ag/AgCl (3.0 M KCl) refer-
nce electrode in a 0.5 M H2SO4 until a stable current–potential
rofile was obtained.

A home-made plexiglass holder integrated with a three-
imensional micromanipulator was fabricated for fixing the
icrochip and housing the detector and reservoirs (Fig. 1B and
). Proper seal of the solution reservoir at the end of microchan-
el was achieved by using silicone grease. This reservoir served
s both the cathodic buffer reservoir for the CE system and the
lectrochemical detection reservoir. A three-dimensional micro-
anipulator (Shanghai Lianyi Instrument Factory of Optical
iber and Laser, Shanghai, China) was fixed on the plexi-
lass holder for precise positioning of the working electrode.
lignment of the working electrode to the microchannel was
erformed under a microscope (Jiangnan Optical Instrument

actory, Nanjing, China). A home-made saturation Ag/AgCl
eference electrode, an 2 cm2 platinum sheet counter electrode,
nd a ground Pt electrode for CE were also placed in the reser-
oir along with the working electrode. Amperometric detection

T
T

p
E
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as carried out in a three-electrode configuration. Linear sweep
oltammetry and amperometric detection were carried out on
n Electrochemical Workstation CHI 630 (Shanghai Chenhua
nstrument Company, Shanghai, China).

. Results and discussion

.1. Effect of running buffer pH

The solution pH directly alters the charges of the channel
urfaces and therefore changes the resulting EOF as described
reviously for a fused silica capillary [31]. The native EOF prop-
rties of the present device fabricated according to our improved
ethod were firstly evaluated using the modified current moni-

oring technique of Huang et al. [32]. The relationship between
he pH and EOF is shown in Table 1. Obviously, the resulting
OF depended considerably on the solution pH. It changed from
to 2.20 × 10−4 cm2 V−1 s−1 over a pH range of 2.5–6.5 in a

0 mM phosphate buffer solution, which is consistent with our
revious report [17].

The difference of effective mobility (�μef =μef(2) −μef(1))
f two analytes is the base of electrophoresis separation. The
esolution (Rs) of the two analytes can be described as equation
1) [33]:

s = 1

4
√

2
Δμef

[
Vl

DL(μef + μeo)

]1/2

(1)

here, V is the separation voltage, L and l are the effective
eparation length and total length, respectively; D is the dif-
usion coefficient of the analytes; μef and μeo are the effective
lectrophoretic and electroosmotic mobility, respectively.

For a given microchip, the total and effective lengths of the
eparation channel are fixed. The separation voltage is kept
onstant, and the diffusion coefficient of the analytes can be
onsidered as constant. Therefore, Rs is determined by �μef,
ef andμeo. We can modify Rs by manipulating theμeo ifμef is
onstant or with minute fluctuation. The pKa of dopamine and
pinephrine is 8.87 and 8.55, respectively. They should exist as
rotonized cations in solutions with pH ranging from 2.5 to 6.5.
nd their ionic radius and the solvent viscous coefficient can

lso be considered as constants in our experimental conditions.
o according to the Eq. (2), �μef and μef are all constant.

ef = q

6πηr
(2)

On the other hand, EOF can be dramatically decreased in
olutions with pH ranging from 6.5 to 2.5, which can be seen in
able 1
he EOF value of different PBS pH

H 2.5 3.5 4.5 5.6 6.5
OF (10−4 cm2 V−1 s−1) 0 1.00 1.24 1.97 2.20
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Fig. 2. The influence of running buffer pH on the electropherograms of 100 �M
dopamine and 100 �M epinephrine. Separation voltage: 1200 V; sample injec-
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Fig. 3. Influence of separation voltage on the electropherograms of 100 �M
dopamine and 100 �M epinephrine at pH 2.5. Separation performed at high volt-
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3.3. Influence of detection potential

The detection potential plays an important role in the sepa-
ration and electrochemical detection system. Fig. 4 shows the
ion: at 400 V for 10 s; running buffer: 50 mM phosphate buffer; detection
otential: +1.2 V (vs. Ag/AgCl). pH: (a) 6.5, (b) 5.6, (c) 4.5, (d) 3.5 and (e)
.5. Peak 1: dopamine; Peak 2: epinephrine.

nd epinephrine in 50 mmol L−1 PBS at pH 2.5, 3.5, 4.5, 5.6
nd 6.5. It is clear that the resolution of the two analytes was
oor when running buffer pH was larger than 3.5. However,
his resolution could be considerably improved as the running
uffer pH decreased. When the pH decreased, the migration
elocities of both analytes were decreased due to the decrease
f EOF, and thus the separation time increased. This could result
n widen separation band. However, the buffer pH has negligible
ffect on the peak width at half height (W1/2) for both analytes
Table 2). As a result, the resolution of the analytes increased as
he buffer pH decreased (Table 2). At buffer pH 2.5, dopamine
nd epinephrine could be well separated. Therefore, running
uffer pH 2.5 was chosen for further experiments.

.2. Influence of separation voltage

Fig. 3 shows the effect of separation voltage on the amper-
metric response and separation efficiency. As expected, with
he decrease of separation voltage from 1400 to 600 V (in

00 V increments, curves a–e), the migration time increased
ignificantly from 110.8 to 289.9 s and from 125.7 to 327.9 s
or dopamine and epinephrine, respectively. The half-height
eak width also decreased from 19.8 s at 600 V to 7.2 s at

able 2
he half-height peak width and resolution of separation at different PBS pH

pH

2.5 3.5 4.5 5.6 6.5

alf-height peak width (W1/2)
Dopamine 5.1 5.1 4.8 5.1 –
Epinephrine 5.4 5.4 5.4 5.4 6.0

esolution 1.44 0.87 0.61 0.58 –

he electrophoresis and electrochemical detection conditions were the same as
n Fig. 2.

F
o
b
F

ge, V: (a) 1400; (b) 1200; (c) 1000; (d) 800; (e) 600. Injection time: 20 s. Other
onditions were the same as in Fig. 2. Peak 1: dopamine; Peak 2: epinephrine.

400 V for dopamine and 21.6 s at 600 V to 8.1 s at 1400 V
or epinephrine. Taking consideration of the separation speed,
eparation efficiency, signal/noise ratio and baseline, a sepa-
ation voltage of 1200 V (Fig. 3, curve b) was employed for
urther experiments. Theoretical plate number of 25040 and
6567 m−1 was calculated at separation voltage of 1200 V for
opamine and epinephrine, respectively. At separation volt-
ge of 1200 V, dopamine and epinephrine on native printed-CE
icrochip integrated EC detection could be effectively separated

with resolution of 1.0) and sensitively detected electrochemi-
ally as shown in Fig. 3, curve b.
ig. 4. Hydrodynamic voltammograms at a Pt ultramicroelectrode in a solution
f PBS containing 100 �M dopamine (a) and 100 �M epinephrine (b). Running
uffer: 50 mM phosphate buffer (pH2.5). Other conditions were the same as in
ig. 2.
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Fig. 5. Influence of injection time on electropherograms at pH 2.5. Injection
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ime (s): (a)10 (b) 20 (c) 30 (d) 40 (e) 50. Other conditions were the same as in
ig. 2. Peak 1: dopamine; Peak 2: epinephrine.

ydrodynamic voltammograms of dopamine and epinephrine on
10 �m platinum ultramicroelectrode. The oxidation peak cur-

ents for both analytes started at 0.70 V and increased rapidly
ith the increase of detection potential up to 1.20 V. When the
otentials exceeded 1.20 V, the peak currents for both analytes
ncreased slowly. Since too higher anodic detection potential
ill result in higher background current, the detection potential

n microchip system was set at 1.2 V.

.4. Effect of injection time

Injection time can control the volume of sample plug, which
lso greatly affects separation efficiency and detection limit. The
nfluence of injection time on the responses of both analytes was
lso investigated from 10 to 50 s. As expected, the peak currents
f both analytes increased with increasing injection time from
0 to 50 s. However, prolonged injection time also resulted in
roader peaks. Twenty seconds was chosen as injection time for
ts comparatively high efficiency and proper detection sensitivity
Fig. 5).

.5. Linearity, detection limit and reproducibility

The oxidation peak currents for dopamine and epinephrine
n a Pt ultramicroelectrode at 1.2 V showed a linear relationship
n the concentration range from 5 to 400 �M with sensitivities
f 1.49 and 1.43 pA/�M and intercepts of 1.47 and −0.32 pA
correlation coefficients 0.9997 and 0.9995 for dopamine and
pinephrine, respectively). Detection limits for both analytes
ere 1.0 �M (at S/N = 3). Five repetitive injections of a mix-

ure containing 100 �M dopamine and epinephrine resulted in

RSD of 2.1% and 4.2% for the current response and of 1.4%

nd 1.5% for the migration times for dopamine and epinephrine,
espectively, showing good reproducibility. The linearity and
he detection limit are similar to those of the literatures
24–27].

[

[
[

5 (2008) 43–48 47

. Conclusion

In this paper, we proposed a simple method for separation and
etection of dopamine and epinephrine in a printed chip with
nd-channel electrochemical detection using a Pt ultramicro-
lectrode. Neither by the surface modification of microchannels
or by the additives in the running buffer adopted, dopamine
nd epinephrine were effectively separated simply by adjust-
ng running buffer pH. The running buffer pH can remarkably
nfluence EOF of chips, which is the main factor of separa-
ion in this system. This strategy can be applied to separate
nalytes with similar pKa and molecular structures. The simple
nd fast fabrication procedures, low cost and mass production
f the printed-CE microchip device offer a great promise for
ioanalysis, clinical analysis and medicine quality control.
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